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1. INTRODUCTION

Rather oddly, economists like myself who specialize in the theory of international trade have tended to ignore its cost. That is, like physicists assuming away friction in mechanics, we often assume that the transportation of goods from one country to another can be accomplished “costlessly” and, if time enters our models at all, instantaneously. We do not believe that this assumption is accurate in reality, but we hope that it provides, like many of the other assumptions that we make, a good approximation to the world. For it permits us to cut through cumbersome complexities to gain what we hope is greater insight into more fundamental economic relationships.

Recently, however, some have begun to see the dangers of this approach. Too much of what we see in the world and in our data cannot be understood if trade is assumed to be frictionless. Therefore, we have begun to examine more carefully what role such costs of trade may play in determining both the amount and the nature of the trade that takes place. One of the findings has been that simply accounting for the explicit costs of transportation is not enough to explain certain things, such as the rather low volume of trade that exists in the world. One possible explanation for this, in turn, is that the resource costs of transporting goods do not tell the whole story; that the time required to accomplish international trade is important as well, at least in some industries. Therefore, recent attention has been directed not only at the amounts that exporters and importers must pay for transportation of their goods, but also at the time they must wait for delivery.

In this paper, first, Chapter 2 reviews some of the evidence indicating that costs of trade may be too large to ignore. In Chapter 3, the various forms that trade costs may take are discussed, including both the resource and the time costs of transportation as well as other costs that may arise. Then in Chapter 4, some of the main implications of trade costs are examined, implications that are likely to be relevant for costs of all these sorts. Among these costs, the time costs may be the least familiar, and these are discussed further in Chapter 5, where it is noted that while the time required for transporting goods has become smaller, the importance of even small delays in many industries has become larger. These two facts interact to provide additional implications for patterns of trade. Most of this discussion is equally relevant, in principle, to all countries. However, there are some differences that exist among countries based on level of development, and these are examined in Chapter 6, before concluding in Chapter 7.

2. WHY TRADE COSTS MAY BE IMPORTANT

The frictionless world is well understood in theory, since it has occupied the attention of trade economists throughout most of the history of trade theory. If costs of trade are zero, then any good should fetch the same price everywhere in the world, and both producers and consumers everywhere will therefore face the same constellation of prices to guide their decisions. Immediately, we see some
problems in matching this to the real world, evident to anyone who has paid attention to prices as they have travelled the world. The more obvious of these international price differences are for non-traded goods, and therefore are not evidence of trade costs. Other price differences may reflect differences in taxation or regulation. But the main issue, since trade costs are obviously not really zero, is whether such price differences as do exist are large enough to matter significantly in their implications for economic behaviour.

One of the most famous implications of frictionless price equalization through trade is the Factor Price Equalization (FPE) Theorem, which Samuelson (1948) demonstrated in the context of the Heckscher-Ohlin, or factor-proportions, model of international trade. According to the Theorem, if several additional assumptions are satisfied -- perfect competition, identical constant-returns-to-scale technologies and sufficient international similarity of factor endowments that countries produce enough goods in common -- then international equalization of goods prices causes international equalization of factor prices. That is, if trade is frictionless, then it should lead wages, rents and returns to capital and education to be the same in all countries.

Again, FPE seems obviously not to hold in the real world, where, for example, wages differ across countries by factors of ten or more. However, this could be due to failure of assumptions other than frictionless trade. For example, Trefler (1993) showed that such wage differences could arise if technologies were to differ across countries in a simple way, otherwise preserving the implication of FPE for “effective” units of labour.

However, Trefler (1995) found shortly thereafter that, even with such differences in technologies, frictionless trade should find countries trading far more than they actually do. For this he examined another implication of the Heckscher-Ohlin Model, called the Heckscher-Ohlin-Vanek Theorem, after Vanek (1968). The HOV Theorem says that the “factor content” of a country’s trade -- the amounts of factors embodied in its net exports -- should be equal to the difference between its factor endowment and the average factor endowment of the world. In fact, actual factor content of trade amounts to only a tiny, even negligible fraction of what that theory predicts. Trefler (1995) called this the Mystery of the Missing Trade. This is a mystery which would easily be solved if trade itself were also small, perhaps because of high costs of trade. And if that were the explanation, it would certainly confirm that trade costs were high enough to matter, since they would have invalidated one of the central results of trade theory.

A final body of evidence also indicates that trade costs may be quantitatively important. Perhaps the most empirically robust relationship in international economics is the Gravity Equation, an equation that relates the volume of trade between pairs of countries positively to their economies’ sizes and inversely to the distance between them. Gravity equations have been estimated on trade flow data ever since Tinbergen (1962) and Pöyhönen (1963), and they have fitted the data remarkably well. Estimates of gravity equations consistently find an elasticity of trade with respect to distance of around 1.0 or a bit less, which means that, other things being equal, if two countries were twice as far apart they would trade approximately half as much. In a world without any frictions at all, there would be no reason for distance to matter at all, and so the fact that it does matter quite strongly suggests that trade costs are positive and rise with distance, presumably at least in part due to the costs of transportation.

The gravity equation has been used increasingly in recent years as a benchmark for trade flows, the point often being to explain departures from the simple gravity equation in terms of other variables that might be thought to matter for trade. One such exercise was done by McCallum (1995), who applied the gravity equation to trade among provinces and states of Canada and the United States. What he found was that, not only does distance matter, but so does the national border between the
two countries. That is, there is less trade between an arbitrary province of Canada and a state in the United States than between that same province and another Canadian province of the same size and distance away as the state. This suggests that there are trade costs associated not only with distance but also with the need to cross a border. Similar evidence has been found elsewhere in the world, by Helliwell (1998) and others.

3. TYPES OF TRADE COSTS

The most obvious and probably the most important cost of trade for most products is the resource cost of transportation: what a trader must pay for carriage of its goods from one place to another by some particular mode of transportation. This cost, of course, varies with the distance travelled, with the weight and bulk of the item carried, and perhaps with the care that must be taken along the way to avoid damage or spoilage. There is also the related cost of loading and unloading the good at both ends of the trip, and perhaps some extra costs of getting the good to and from the shipping terminal. All of this can be distinctly nonlinear, including fixed costs which are unrelated to distance and/or to the size of the shipment, as well as costs per unit distance or size which may also vary due to economies of scale or due to discontinuities related to container size or geography.

All of these complications are undoubtedly important for the firms engaged in the actual trade, but they may not matter much for the broader questions considered here, of the effects of these costs on overall trade flows and the allocation of production. Those in trade theory who have attempted to model transport costs have usually made them very simple. The classic example, often imitated, was Samuelson (1952), who assumed “iceberg” transport costs: a fraction of the transported good itself is used up in transit, and that is the only cost. This assumption has the advantage of capturing in a very simple way a transport cost that depends on the amount transported and which can be made proportional to distance. And it has the further advantage that, because the only resource used is the traded good itself, its value relative to that good does not vary with the prices of other goods and factors. Nor does it give rise to a demand for anything in another market, which is an advantage in the general equilibrium type of model that is necessary to examine the main issues of trade theory.

There are other costs of trade besides transport which are realistically of some importance, although their implications seem likely to be similar to those of transport costs, and it may therefore not be necessary to consider them separately. One such is insurance which, like transport, is likely to vary positively with both the size of the shipment and the distance shipped. Unlike transport of most products, though, insurance cost will also increase with the value of the shipment, independently of its weight or bulk. Still, the cost of insurance is so similar in its determinants and effects to the cost of transport that the two are often lumped together.

Another trade cost is the cost of trade financing. This would exist even for transactions within a country, as long as there is a delay between the incurring of production costs and the receipt of payment for the final sale. Since trade adds to this delay, it also adds to the cost of financing, in a way that depends on time, as we will discuss below. However, international trade also involves other financial complications that do not arise for domestic trade. To the extent that financial markets are not well integrated across national borders, transactions may require dealing with different banks and therefore require associated fees. And, most importantly, trade often requires conversion from one
national currency to another, and there are both fees and uncertainty associated with that. Normally, these financial costs should depend almost solely on the value of a shipment, not on other dimensions of its size and not on the distance over which trade takes place. However, since nearby countries are likely to have more integrated financial markets and reciprocal arrangements between their financial institutions than countries which are far apart, these costs too may be loosely related to distance.

There are undoubtedly other costs of trade that the author is not thinking of, in addition to those associated with time which will be discussed below. The author’s confidence in his own ignorance was heightened by a paper he heard presented some time back which drew attention to the costs of operating within two different legal systems, Turrini and van Ypersele (2002). The point was that any international transaction straddles borders, and each nation has its own legal system to be used if the transaction goes awry. Those who trade must be prepared for misadventure and prepared perhaps to use the courts of another country to pursue their claims. But that in turn requires legal expertise which their domestic operations can do without, thus incurring additional expense. Like the cost of financing, these legal costs seem related mostly to the value of the transaction, but they are also likely to rise with the actual or cultural distance between countries. Now this is an aspect of trade costs that the author would never have thought of himself, and it suggests to him that there may be many other such costs as well.

4. TIME COSTS

Turning now to the role of time, it enters the story most obviously because it takes time to get a good from one country to another. A large part of that time may be used in transport, but additional time may be required to load and unload and to process a shipment through customs and overcome any regulatory hurdles. The question, for all of these sources of delay between production of a good and its delivery to the customer, is how costly does the delay turn out to be?

The cost of time will be minimized, though it will not be zero, in a world where nothing changes over time. Our simplest economic models are static ones, in which time does not enter at all. These may be thought to correspond to an imagined reality in which flows of supply and demand occur per unit time and do not change over time, or else are correctly anticipated. In such a world, if in fact there is a delay between the moment a good leaves the factory gate and when it reaches the demander, the delay can be accommodated by simply producing and shipping ahead of time by the amount of the delay. In that case, the only cost in such a static world is interest cost. That is, the supplier incurs the cost of production before the good is shipped, but is paid for the shipment only at delivery. The cost of this time delay is the interest paid or foregone by the shipper in order to pay its workers and suppliers before being paid by the customer.

However, this interest cost is surely rather small. Suppose that real interest rates are, say, six per cent per annum, and that it takes two months to get a product to a foreign demander after it leaves the factory. Then the interest cost of this delay -- one-sixth of a year times six per cent -- is just one per cent of the value of the shipment. This is not necessarily negligible, but it is small compared to many other costs of trade, such as tariffs and transport costs in most industries. And it is very small, as we shall see below, compared to the expense that many traders are willing to incur to reduce such delays.
Anderson and van Wincoop (2003), for example, in their excellent survey of the literature on trade costs, put the average cost of transportation at 21 per cent. Therefore, while these interest costs are undoubtedly part of the story of trade costs, I suspect that they are only a small part.

Costs rise when the sizes of supply or demand become uncertain and are therefore impossible to anticipate precisely. In such cases, staying with the example begun above, the supplier does not know two months in advance how much to produce to meet the later demand. In the absence of inventories, if demand turns out to be higher than previous production, then either sales are lost or demanders must be persuaded to wait for delivery, both of which options are likely to be costly. If demand turns out to be lower than production, then the good accumulates as inventory, which may not be so bad as long as demand does not disappear entirely. Therefore, because this penalty for producing either more or less than demanded is asymmetric, firms routinely deal with such uncertainty by holding inventories.

The cost of holding inventories includes several parts: interest, storage and depreciation, all of which vary greatly across products. The interest cost of holding inventories of some products may be even smaller than the interest cost of the time lost in shipping. Suppose, for example, that uncertainty in demand is such that, as of the moment two months prior to delivery when the decision to ship to a market must be made, the uncertainty about demand amounts to twenty per cent either way. That is, whatever may be the expected value of demand, the trader knows that actual quantity demanded may turn out to be twenty per cent above or below this. To avoid coming up short, he must either ship, or hold (if inventories have been held over from the past), an extra twenty per cent above the expected demand. Holding this amount for two months incurs an interest cost, for the same numbers as above, equal to one-fifth of one-sixth of six per cent of the expected value of demand. Only in the event of what the author would call one hundred per cent uncertainty -- the possibility that realized demand may be twice its expected value -- will this interest cost of inventories be as large as the interest cost of shipping.

Therefore, whether the interest cost of holding inventories is large or small depends on the size of inventories and thus on this uncertainty of demand. This in turn may depend on the homogeneity of the good as produced by a particular firm. If it produces only a few distinct product lines, then demand for each may be reasonably predictable. But if it produces a wide variety of variations of its product, even if those variations are slight, it will need to hold inventories of each variety, and uncertainty of demand for each will be larger, perhaps much larger. If a particular variety, for example, sells only intermittently, then the uncertainty relative to its expected sales during the period required to replenish inventories, could be several hundred per cent. Thus a multi-product firm may need to hold inventories of all its varieties close to demanders. The cost of this will be substantial and will rise with the time required to replace those inventories, after a sale, and thus with the time that it takes to trade.

Storage and depreciation seem likely to vary even more across products. Take storage. Some goods take up little space and require little special care, so that storage costs are minimal. Others are bulky, heavy, sensitive to temperature or humidity, or simply valuable enough to be tempting to thieves. These therefore require costly space or special structures and protection to accommodate them. These costs, for some products, may be much larger than the interest costs discussed above. On the other hand, they may still be small relative to the resource costs of transportation. Because all of the reasons why a good is expensive to store are likely also to make it expensive to ship, since shipping is, in effect, storage combined with the added expense of movement.

Depreciation, as that term is normally understood, seems likely to be even smaller. If it merely means the loss of usefulness and value as a good wears out through use, in fact, it may be zero during the time taken to trade it, since it is not used. And even if perceived depreciation depends on the
calendar time that has elapsed since the good was produced, this too is likely to be small. A good that
depreciates to zero value over ten years, for example, would lose only $1/60^{th}$ of its value over
two months, if that were the time needed for trade.

However, the author uses “depreciation” to include any reason for loss in value over time, not just
wearing out through use. An increasing number of traded products are perishable, for example,
including fruits and vegetables and cut flowers. Many of these lose their value in a matter of days,
some even hours, a speed which rendered them simply non-tradable before innovations in transport
technology enabled them to be shipped great distances at comparable speed.

Also under the heading of depreciation, the author would include the sometimes rapid
obsolescence which occurs as changes in technology or fashion replace models or styles with new
ones, and which thus forces down the market value of old designs well below what seems to be their
value in use. Consumer electronic products, for example, appear with new features every few months,
and when they do, the previous models which lack these features, even though they are still capable of
performing as well as ever, drop precipitously in market value. Or, in another important example
examined recently by Evans and Harrigan (2003), the clothing industry is subject to frequent changes
in fashion which similarly turn last month’s hot selling design into this month’s candidate for the sale
bin. Evidently such clothing provides a service to its users far beyond protection from the elements,
since its ability to keep purchasers warm and dry is unaltered by changes in fashion, yet the market
value drops to near zero.

What is crucial about these changes, for the purpose here, is not just that value declines with time,
but that it is impossible to anticipate that decline by producing and shipping early. In contrast,
demand for some products is seasonal, and demand disappears as the season passes. But if the time to
market increases in such a case, and if demand is predictable, then a firm need merely produce that
much earlier in order to meet the demand on time. Interest and storage costs are increased, but
depreciation cost is not. In contrast, what is important for this sort of depreciation is that the nature of
what will be demanded cannot be known long enough in advance in order to produce the desired
product this early. If fashion decides only in November what the hot colour will be in December, then
a firm that needs two months to produce and ship the desired colour will be out of luck. And whatever
colour they do produce in October may lose value a month later if that colour too goes out of style.

To sum up, trade costs fall into the following categories:

– Costs which do not depend on time to market
  ▪ Resource cost of transportation
  ▪ Insurance
  ▪ Financial costs of exchange
  ▪ Other (legal costs, etc.)

– Costs which do depend on time to market
  ▪ Interest
  ▪ Storage
  ▪ Depreciation
    □ Spoilage
    □ Obsolescence.

Although the word “transportation” appears in only one of these categories, it is critically
relevant in much more. For all of the reasons that time to market matters for cost, the main way of
reducing that cost is to choose a means of transport which is faster.
Indeed, it is this choice between slower and faster means of transport which has given us our best indication of the importance of time. David Hummels (2001) has used the costs of various modes of transportation to infer the costs of time from the amount that firms are willing to pay to reduce it, most obviously by choosing expensive air transport over surface modes. He found, on the basis of this evidence, that a one-day delay in shipping imposes an average cost equivalent to a 0.8 per cent tariff.

In what follows, we will now address the ways in which these costs of trade are likely to matter, not just for those engaged in the trade themselves, but for their economies more broadly. In this discussion, time costs are both typical and special, in that some of their effects are the same as those of other sources of cost of trade, while others of their effects are peculiar to the nature of time. The discussion is therefore split into two sections, addressing the generic costs of trade first and then turning separately to time.

5. EFFECTS OF TRADE COSTS

Costs of trade may be avoided by not trading. Therefore the largest effect of trade costs is that they reduce the volume of trade. How costly that is, in turn, to the welfare of countries depends on how much those countries depend on trade. A country in a remote location, far from world markets, or one which is economically remote because natural barriers or lack of infrastructure make it difficult to reach those markets, foregoes what would otherwise have been its gains from trade. Whether those gains are large or small depends on the resources already available in the country’s location and its ability to use those resources to sustain and enrich life. The economic hardship imposed by high trade costs is largest in places where resources are not well suited to providing the needs of a population, even though they may provide something that would be valuable on world markets. Such places are naturally empty of population when trade costs are high, but they can become thriving metropolises as trade costs fall.

We are accustomed, in trade theory, to arguing that artificial trade costs such as tariffs do their damage by distorting markets. That is, a tariff on an imported good raises the price on domestic markets and both discourages demanders from purchases they would otherwise have made and encourages domestic import-competing producers to produce quantities which would otherwise have cost more than they were worth. Both of these distortions of behaviour are costly, as economic theory has spelled out carefully, and the result is that a tariff imposes a “dead weight loss” on the country that uses it.

Trade costs of the various sorts addressed here have the same effects on demanders and suppliers as tariffs. Here, though, it would be wrong to call these “distortions” of behaviour, since the responses are appropriate to costs which are real, not just from the perspectives of the demanders and suppliers themselves, but for the economies in which they live. But the fact that they are not distortions does not make them any less costly. On the contrary, a tariff is costly to society only to the extent that it does alter behaviour, and the bulk of the cost to the individual trader -- the tariff revenue -- is not a cost to society as a whole, but simply a transfer to another part of the economy, its government. In the case of real costs of trade -- in which the author includes both the resource costs and the time costs discussed above -- the costs accrue to nobody, or at least not as a net benefit. Thus the cost to society of real trade costs is always larger, and often much larger, than the costs of a tariff of equal size.
This is especially true when the size of the barrier itself is not too large, so that a good deal of trade takes place in spite of it. In that case, the large amount that a government may collect in a tariff, which is not part of the net loss to society from the trade barrier, becomes a part of this deadweight loss when the barrier is, say, an equal sized transport cost. If, on the other hand, we compare a tariff and a transport cost which are both so large as to prohibit trade entirely, then their welfare effects are the same.

So, the most important effects of trade costs are simply that they reduce the amount of trade, forcing countries to rely more fully on their own resources and depriving them of the many sources of gains from trade. The gains from trade include especially the gains from specializing in accordance with comparative advantage and exchanging the fruits of that specialization for things that other countries can produce relatively more cheaply. But the gains also include the many benefits from access to larger markets, both for producers and consumers, who benefit from lower costs due to economies of scale, from greater variety of products to match their needs, and from lower prices due to competition among a larger pool of competing suppliers.

In addition to depriving a country of the overall gains from trade, trade costs also matter for the nature of what trade remains. That is, a country which might have had a comparative advantage in one good if trade were costless, might export instead a very different good if transport costs play an important role. There are at least two reasons for this, one purely geographical and the other depending on properties of technology.

The first reason appears in Deardorff (2003a), called “local comparative advantage.” The point is that the nature of a country’s comparative advantage depends on which other countries it competes with, and this in turn depends on the size of the costs of trade. If trade costs were close to zero worldwide, for example, a moderately developed country such as Mexico might be able to produce and export certain moderately capital-intensive goods to the world market. But if trade costs are high and depend importantly on distance, then the more important determinant of Mexico’s trade will be her proximity to the US market, relative to which Mexico is not well developed at all. Therefore, trade costs may dictate that Mexico will continue primarily to export labour-intensive goods to its rich local neighbour. Similarly, Argentina, though labour-abundant on a global scale, may be capital-abundant relative to her South American neighbours and therefore export various capital-intensive goods for which transport costs are high.

This effect of trade costs on the pattern of trade is of intellectual interest to trade economists such as myself. But it can also be of considerable practical importance for participants in the world trading system. When trade costs fall with technological progress, patterns of comparative advantage will change too, and industries that may have prospered serving their local international neighbours may find that these industries are no longer viable. Such changes represent opportunities, as well, but those opportunities are often of little help to those employed in the industries that shrink.

More broadly, as suggested by the examples above of labour-intensive exports from Mexico to the US and capital-intensive exports from Argentina to its neighbours, trade costs and geography may in part determine which groups in a society gain and lose from trade. A standard result of the Heckscher-Ohlin model of international trade is the Stolper-Samuelson Theorem, which says that trade benefits a country’s abundant factors and hurts its scarce factors. But with high trade costs and local comparative advantage, these concepts of abundance and scarcity need to be interpreted relative to the neighbouring economies with which trade is mostly likely to take place. Thus, whereas globally all of South America may be thought of as labour-abundant, so that trade liberalization ought to tilt the
income distribution toward labour at the expense of capital, local comparative advantage may suggest that the countries of South America will be more diverse, with the vested interests in trade lying with capital in some countries and with labour in others.

There is at least one more way that trade costs can matter both for the volume and for the pattern of trade, and that is through the technology of intermediate inputs and the fragmentation of production. It has always been true that some intermediate inputs are traded. This is especially true of primary products and raw materials which are often available in only certain places in the world but need to be used elsewhere. In recent years, the role of intermediate inputs has increased, however, as it has become possible to split up, or fragment, production processes into stages that need not all be done in the same location. When fragmentation occurs, goods in process are passed along from one location to another for further processing, taking advantage of whatever other inputs, such as labour or specialized expertise, may be cheaper or more abundant in different locations.

All such input trade is possible only if the costs of trade, especially transport costs, are low enough to make it profitable. For traditional raw materials, transport costs are unlikely to prevent trade entirely, since the inputs are necessary and their cost, including costs of trade, will be incorporated into the price of the final product. But fragmented production processes and the resulting input trade compete with their integrated alternatives, and they therefore happen at all only if trade costs are sufficiently low. Indeed, most would agree that the increase in fragmentation and much of the resulting growth of trade in recent years has been the direct result of falling costs of trade. See Yi (2003) for a related account of how such “vertical specialization” has responded to falling trade costs in causing international trade to grow much more rapidly than GDP.

But input trade in the presence of trade costs has implications not just for the volume of trade but also, critically, for the locations of production and the geographical pattern of trade. If trade costs are high, little input trade takes place except for raw materials, and producers who need those raw materials tend to locate close to their source or, if not there, close to transport hubs such as ports where trade costs can be minimized. If trade costs were zero, on the other hand, location of production and trade would depend entirely on the costs of primary inputs such as labour, capital and land with, say, labour-intensive goods produced in labour-abundant countries and capital-intensive goods produced in capital-abundant countries, just as the Heckscher-Ohlin trade model predicts. But if trade costs are both positive and not too large, then producers will benefit from close proximity to other producers who either produce the inputs for them or use their product as inputs themselves. These are the “backward and forward linkages” which lie at the heart of the New Economic Geography of Krugman (1992) and others. These linkages give rise to agglomeration, the bunching of economic activity in cities and regions.

Agglomeration may lead to concentration of large amounts of activity within a single country, especially in a single industry, or in a group of related industries. In this case, the country will export the products of such industries, while other countries may be forced to specialize in sectors where traded inputs and the benefits of agglomeration are not so important. Alternatively, if trade costs are somewhat lower, a form of much looser agglomeration may occur across country borders, with groups of countries and whole continents attracting multiple interrelated industries while other continents are left behind.

Thus trade costs can be a critical factor in both allowing some countries to prosper and others to remain mired in poverty. Which countries fall into which category seems to depend in large part on accidents of history. Certainly, once a country is far removed from the bulk of economic activity taking place elsewhere, costs of trade can make it hard for it to overcome that barrier. And
correspondingly, if trade costs can somehow be brought down, even further than they have already fallen, then this may reduce this disadvantage and permit poor countries whose economies are otherwise sound to make progress by taking greater advantage of international trade.

6. THE ROLE OF TIME

Time costs are just one of the many costs of international trade, and they contribute to all of the effects discussed above. Their contribution varies across industries, which differ in the importance of time for their markets. It is no accident that some of the earliest examples of international trade were in spices, which retained their value during the prolonged long-distance journeys required for transport over land. Likewise, relatively homogeneous primary products were later traded by ship, the traders confident that the markets for these products would last long enough for them to cross an ocean. Manufactured goods, on the other hand, were harder to trade over long times and distances except when they became sufficiently standardized for traders to be confident that demands for them would not disappear before the trade could be completed. As long as manufacturing meant artisans crafting products to the individual tastes of their customers, it was the time required for trade perhaps more than its resource cost which kept these goods non-traded.

In today’s world, air transport permits many goods to be traded so much faster than a century ago that the landscape of international trade has radically altered. Faster still is the trade in a small number of services which can be transmitted electronically and, therefore, essentially instantly. It is these technological innovations which have turned some previously non-traded goods and services into traded commodities, such as cut flowers and banking services. They have also caused visible transformations of the economies of certain countries which have managed to take advantage of these changes.

At the same time, as already discussed above, the pace of change in both technology and consumer tastes has also picked up, so that remarkable innovations in speed are not always fast enough for the new markets. For many products, it is still worth incurring high production costs in order to be close enough to a market to respond quickly to its changing demands. This is certainly true in the early stages of a high-technology product, as was noted years ago by Vernon (1966) in his Product Cycle theory of trade. But it is also true today in the seemingly more mundane world of the apparel industry, where the importance of time has been documented in a fascinating study by Evans and Harrigan (2003).

The Evans and Harrigan story is instructive. Based on information from the apparel industry, they divide products into “replenishment” goods and “non-replenishment” goods. The former are those for which fashion changes so rapidly that firms cannot stock up for an entire selling season ahead of time without risking that products will lose their appeal and remain unsold. So they replenish during the season after they have seen which products sell and which do not. In this situation, they cannot wait the long periods that might be required for delivery from the least-cost production location and instead they produce closer to the US. Since production costs still matter a good deal, however, they do not produce in the US, but rather take advantage of low-cost (but now not lowest-cost) countries which are close by, such as Mexico and Latin America. Thus the Evans-Harrigan model
predicts that the location of production of apparel products will vary systematically with distance from the US, the replenishment goods being produced close by and the non-replenishment goods produced further away. Their empirical analysis supports this prediction strongly.

This story has another implication, which could be obtained from the presence of trade costs more generally, but which is given particular force by the importance of time: Wages are likely to fall as distance from major consumer markets, such as the US, increases. The reason is that, in order for time-sensitive products to be produced at all at great distance from these markets, they must be attracted there by compensatingly lower wages. Of course, not all products are time-sensitive, even in the model of Evans and Harrigan, and it is possible that, beyond a certain distance from markets, wages will fall no further for greater distances, all such locations specializing in time-insensitive goods. But it will still be true that countries within that limit will be able to pay higher wages in return for the faster delivery that they offer.

This, of course, is not all that different from what one would find if time were not a factor and it were merely the resource cost of transportation and trade that determined location of production. The lesson, then, is not that the importance of time necessarily causes major changes in the patterns of trade and production that we see in the world. Rather it is that the importance of time tends to reinforce the patterns that we see already due to distance and resource costs of trade and that, as resource costs fall with improvements in transportation, time costs may replace them as the most important cost of trade for at least certain products.

On the other hand, the evidence in Hummels (1999) suggests that resource costs of trade have not in fact fallen all that much over the last half century, even as the volume of trade has grown substantially relative to production. Hummels (2001) goes on to suggest that falling time costs may have replaced falling resource costs as a stimulant to trade, as air transport has cut the times needed for trade in certain products to a small fraction of what they were before. Thus, the growth of trade may be accounted for less by falling resource costs of transportation than by its increasing speed.

The phenomenon of fragmentation, or outsourcing is mentioned above as a form of trade for which trade costs are especially important because of the additional trade which takes place between stages of a fragmented production process. Time can be especially important here, since delays in delivery from one stage to the next can shut down the whole chain. Much has been made of the “just-in-time” production methods of the Japanese, introduced in the 1980s, with the usual interpretation that these methods lessened the costs of holding inventories. This they certainly did, but the more important contribution of these methods may have been the flexibility that they offered, especially as production became fragmented across locations, to respond quickly to changes in the need for inputs at various stages of production.

In short, it appears that the role of time in trade is becoming increasingly important, at the same time that the ability of technology to reduce the time required for trade has improved. The resource costs of trade will never be negligible, but the importance of time seems to loom ever larger in many products.
7. TIME AND ECONOMIC DEVELOPMENT

Developing countries are at a disadvantage in a world where timely delivery of products is important, because they tend to be far away from developed countries’ markets. As already noted, this disadvantage may have decreased as technology has made it possible to deliver more rapidly over long distances but, at the same time, the disadvantage may have increased as the need for speed has risen with more rapidly changing technologies and tastes. All of this is straightforward, given what has been discussed above.

There is another issue, though, which has not been discussed and which must be important for developing countries: the factor intensity of time. Although having no hard evidence to support it, it seems obvious to the author that speed in production requires capital. That is, other things being equal, more rapid methods of producing goods are also more capital-intensive, in the sense of using a higher ratio of capital to labour. Humans are limited in the pace at which they can work, and beyond some limits simply adding more labour to a production process will not speed it up. Machines, on the other hand, often provide an increase in labour productivity precisely by letting a worker produce output in a shorter time. And as production processes become even more fully automated, the limits of human reaction times are left behind and production becomes faster and faster. This is just as true where capital substitutes for human brain power (computers) as where it substitutes for muscle power (heavy machinery). In all areas that the author has been able to think of, speed of production seems to be capital-intensive.

But we know in trade theory that factor intensity is very important for determining patterns of trade. The Heckscher-Ohlin model tells us that capital-abundant countries should export capital-intensive goods, while labour-abundant ones export labour-intensive goods. Since developing countries by definition are labour-abundant, this, together with the assumed capital intensity of time, means that developing countries tend to have comparative advantage in goods for which time is not a critical factor.

If true, this would not be a problem if the importance of time were fixed. Developing countries would simply specialize in non-time-intensive goods, and that would be that. They would still gain from trade and be able, one hopes, to harness those gains to the cause of their own economic development. But what if the importance of time is increasing, as suggested above? Then the capital intensity of time also means that developing countries find their comparative advantage in a range of products the demand for which is becoming more and more limited. This would suggest that the relative prices of the things that they can produce will go down over time, making them worse off.
8. CONCLUSION

The author feels confident that our understanding of the importance of trade costs and, in particular, the time costs of trade, will expand rapidly over the coming years now that our attention has been directed to it. There was never, in fact, a good case for ignoring these costs, other than convenience, and as discussed above, the cost of that convenience in terms of misunderstanding of the world has become hard to ignore. Unfortunately, for the moment at least, it is equally hard to come to grips with trade costs in our economic models. Aside from a few obvious observations such as those offered here, we have so far little to offer to a world that needs to know how trade costs matter for trade. It is hard enough when the costs themselves are the straightforward resource costs of transporting goods from one country to another. When we try to grapple with the importance of the speed of that transportation and the costs of delay, we are on even less firm ground. Yet the payoff to doing so is great, and one looks forward to seeing a burgeoning body of research on this topic in the coming years.
NOTES

1. Consider *The Economist* magazine’s Big Mac Index, which annually compares the US dollar prices of the Big Mac sandwich at McDonald’s restaurants throughout the world. It finds, most recently in *The Economist* (2003), that these range from $1.05 in Uruguay to $5.79 in Iceland.

2. Of course, payment arrangements may in fact be different from this, with the buyer either prepaying with the order, on the one hand, or being given several months to pay after delivery on the other, for example. This does not change the fact of there being an interest cost associated with the time between shipment and delivery, but only determines who bears that cost.

3. For those costs that involve a purchase on the market, such as payment for transportation services, one might think that the provider of the service gains to the same extent that the user of the service loses, but that is not the case. All production involves real costs, in the sense of resources which are used for one purpose which could have been used for another. Therefore, the payments to service providers, although certainly desirable from a provider’s perspective, represent costs to the economy, since it could have been using those resources to produce something else, something which could have contributed directly to economic welfare.

4. In the jargon of trade theory, costs of tariffs include only “triangles” of welfare loss, while the costs of real trade costs also include “rectangles” which are usually larger. Both of these terms refer to certain geometric areas which appear in the partial equilibrium supply and demand diagram used for analysing tariffs.

5. This is obvious for production stages which come after the delay. Suppose there are, say, five production stages with each taking inputs from the previous one, adding value and passing them along. Then a delay in delivering the output of stage three to stage four, say, will force the production line in stage four to shut down while it awaits its input. And then, even if it delivers its own output promptly to stage five, stage five will still have to wait the same time that stage four did. But these effects also pass back along the chain to earlier stages. Once stages four and five shut down to wait, their demand for inputs is reduced. Therefore stages one, two and three all need to produce less as well, perhaps by also stopping production for the same period of delay.
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INTRODUCTION

*Time is money!* Applying this common saying to their own sphere of activity, economists, following the example of Gary Becker, have for the past twenty or thirty years incorporated the issue of time into their analytical reasoning. A scarce resource, time is a topic of study that lends itself particularly well to demonstrations based on the principles of optimisation. Allocating time to the individual activities available when we decide upon our programmes of activity leads to varying levels of utility which rational economic man can choose between. Transport economists, following the work of C. Abraham and M.E. Beesley, have rapidly fallen into step with their generalist colleagues. They have done this by treating travel time as a component of an overall trip cost, termed the generalised cost.

Viewed from this standpoint, as we shall see in the first part of this paper, travel speed has become a key variable in overall transport demand, in that an increase in speed can potentially mean a lower generalised cost for the trip. By the same token, the choice of a given mode of transport will take account of relative speed, which will become determining in the modal split and which is closely correlated to the value of time for different categories of user. Transport users will thereby reveal preferences that public decisionmakers will have to take into account in investment in transport infrastructure. Economic logic will recommend that the priority for investment should be areas where time savings are possible, i.e. areas where a collective surplus can easily be achieved. Since one way to increase the collective surplus is to increase average travel speeds, economists have, for many years, argued in favour of introducing congestion charges, where the price paid by the user is designed to create fluidity and hence higher travel speeds that will reduce the time lost in travelling. This proposal has been adopted in many different areas where it has proved the robustness of its premise. However, in the case of urban congestion, problems have been encountered which, while they have not compromised the idea of road pricing, have nonetheless prompted the authorities to adopt a different approach to the relationship between time and transport.

The second part of this report considers the basis, contents and implications of this partial reappraisal, which can briefly be summed up as follows. If travel time, instead of being viewed as a variable that needs to be reduced, is treated as a constant in the activity programmes of individuals then, in certain specific contexts, public policies can be directed towards goals other than that of increasing the collective surplus through a trend increase in speeds. We shall note with interest that this viewpoint, like the preceding one, is based on a microeconomic analysis. This was notably the case of Y. Zahavi, who demonstrated the robustness and interest of a hypothetical double constancy, namely, that of the travel budget and that of the money budget relating to travel. Should the double-constancy hypothesis prove correct, it would have numerous implications for both inter-city and urban mobility. In both cases we are confronted with a very close link between economic growth and growth in the distances travelled. Indeed, this link is so close that, in pursuing the goal of sustainable mobility, we need to determine which modes should be given priority according to their relative energy consumption and emission of pollutants. This example provides a very rich illustration of the relationships between travel times and investment choices. In particular, what will be the coherence of collective choices regarding the value of time, on the one hand, and the discount rate on
the other? This question particularly needs to be asked with regard to daily mobility. To counter the negative effects of the increase in the average distance of trips and the ensuing urban sprawl, should we consider another way of charging for trips made in urban and outlying areas? Should the idea that the impact of road pricing is compensated for by the increase in the average speed of trips be replaced, as implicitly recommended by many urban transport policymakers, by that of “charging for generalised cost” in order to increase the two components of this cost, namely, price and time?

1. TIME: A KEY VARIABLE IN INDIVIDUAL AND COLLECTIVE CHOICES

Since transport is considered as intermediate consumption, transport demand from individuals is usually treated as derived demand. In other words, for travellers, transport is a necessary but not a sufficient condition for the performance of our various activities. From this standpoint, economic analysis assumes that individuals will seek to reduce the cost of transport, primarily by increasing travel speeds. The desire for speed increases commensurately with the increase in the value of time, which itself is closely linked to higher incomes. Linking this trend increase in the value of time to another means of measuring the price of time, namely, the discount rate, reveals another dimension to the relationship between time and transport -- one which, by aggregating individual demands in the economic calculation, seeks to assist the decisionmaking process, notably with regard to the strategic issue of transport infrastructure programming. Discounting, i.e. calculating, for a given date, values estimated to obtain in the future, is one way in which to integrate the relationship between time and transport into a collective and intertemporal approach. It is currently a prerequisite for understanding the priorities of public policies -- notably, the reasons for which policies are directed towards the development of transport systems which afford substantial time savings (air transport, high-speed rail, inter-city motorways) and justify the introduction of road pricing, which takes account of the improvement to service quality offered by higher speeds. But is the pairing of speed and road pricing consequently going to become the basis for public policies in all areas where an ability to pay and congestion exist? This is by no means certain, and in this particular area there is undoubtedly no universal answer, as may be seen in the limited use made of urban tolls, despite the fact that they make perfect sense from an economic standpoint.

1.1. Time: a scarce resource with a monetary equivalent

In a famous article published in 1965, G. Becker proposed a general analysis of the allocation of this scarce resource by linking it directly to the monetary components of consumers' choices. By integrating his analysis into the new consumer theory, G. Becker suggested that the utility of an individual did not derive solely from the quantity of goods and services consumed but also from the commodities to which they corresponded (meals, childcare, personal care, golf matches, evenings at the cinema, etc.). The consumer is therefore not a passive being, in reality he is the producer of the commodities he consumes. The production of these commodities requires not only goods and services but also time. These two inputs must therefore be related to the two types of allocation that individuals can make, namely, the allocation of time and the allocation of money. These two allocations are therefore closely linked, since it is possible to increase the allocation of money by modifying the use we make of our overall allocation of time.
This form of reasoning leads us to a classical problem of optimisation. The individual must maximise his utility (U) by combining the inputs X (goods and services) and T (time) which he needs to produce commodities (Z). Commodities number from 1 to n and are indexed i.

Total utility therefore depends on various commodities:

\[ U = U(Z_1, ..., Z_n) \]

The combination of goods and time must be taken into account for each commodity i:

\[ Z_i = f_i(x_i, t_i) \]

In view of the budget constraint [P stands for prices, W (Z_n) wages, V unearned income],

\[ \sum P_i X_i = W(Z_n) + V \]

and the time constraint (T = total time available),

\[ \sum T_i = T \]

maximising well-being will lead to an optimum allocation of activities that will make the marginal utility of each activity equal to its shadow price, weighted by the marginal utility of income (where \( \lambda \) is the marginal value of income and \( \Pi_i \) the shadow price of activity i), i.e.:

\[ \frac{\delta U}{\delta Z_i} = \lambda \Pi_i \]

In all, the optimum combination of inputs for each activity is (where \( \tau \) is the shadow price of time):

\[ \frac{\delta Z_i}{\delta T_i} / \frac{\delta Z_i}{\delta X_i} = \tau / P_i \]

which means that the relative allocation of time and goods to an activity must correspond to the ratio of the price of time to that of good i.

Choices will therefore depend upon the relative price of goods and services, but also and above all on the wage rate, that is to say, the relative incentive to trade time for income. One of the main conclusions of the work of G. Becker is to show that an increase in the wage rate, or employment opportunities, significantly modifies programmes of activity and, notably, the choices made by women. As soon as the latter are able to obtain a wage outside the home, they will substitute working time for time in the house, which will be replaced by the purchase of goods (washing machine, pre-cooked meals) or services (child-minding, domestic help) that will make this substitution easier to achieve. Reducing the number of children is obviously another way of reducing time spent on domestic tasks. As if to demonstrate the strength of G. Becker's argument, this substitution phenomenon has been noted in all countries experiencing a certain level of development and economic growth. Female employment, lower fertility levels and an increase in the number of single and divorced people are therefore some of the consequences, among others, of the effects of higher income levels on the allocation of time.

The transport field is also concerned by the substitutability of various approaches to time management. To the extent that transport is primarily an intermediate consumption, in the form of a derived demand related to production of a specific "commodity" (work, recreation, etc.), it will be
tempting to reduce the time devoted to this intermediate consumption. In the same way that goods or service can be substituted for time spent on domestic tasks in order to be able to use that time for work, so too can a rapid mode of transport be beneficially substituted for a slow mode. The resultant time saving can then be reinvested in recreational activities and/or work, particularly if the latter affords access to a higher income, one of whose possible uses will be to pay for the increased travel speed\(^1\). The seminal work of C. Abraham and M.E. Beesley in this area clearly showed that time had a very real value in the transport field. According to their income, preferences and the opportunities for activity and transport open to them, etc., individuals are willing to pay a certain price to gain access to a faster mode. The figure below demonstrates this in the long run. As income levels rise, slow transport modes give way to faster modes which significantly increase the opportunities to diversify our programmes of activity, the basis of the desired increase in utility.

Figure 1. Trend in distances travelled by person since 1800 in the United States

On observing the main trends, reported here in the United States, it can be noted that with economic growth and increased real incomes there is more than simply a substitution effect at work. Slow modes (walking, horses, etc.) are replaced by faster modes but, at the same time, there is an increase in the average distances travelled annually (trend increase of 2.7 per cent). There is, therefore, an income effect in the form of an overall increase in transport demand, a phenomenon that is directly linked to the substitution of slow modes by fast modes. We find ourselves confronted here with the same paradox identified, on the basis of the work of Garry Becker, in relation to leisure time. When wage rates and employment opportunities increase, leisure time must logically be converted into work time, which represents access to new opportunities for our programmes of activity.
In reality, this only obtains if leisure time is a kind of “time-out”, what economics would call an inferior good, whose consumption tends to decline when income rises. If, on the other hand, leisure time is treated as prime time, and therefore a normal good (whose consumption increases in line with income) or even as a superior good (whose consumption increases at a faster pace than income), then we may find both higher incomes and increased leisure time. The same reasoning applies to the transport field. As income levels rise, some types of trip may be reduced because they correspond to an inferior form of transport service. Others, in contrast, will rapidly expand, notably fast modes, as we shall demonstrate below by examining the key role of the generalised trip cost.

1.2. Time and generalised travel cost: Towards a composite monetary equivalent

One way to illustrate the key role of time in the transport field is to examine the relationship between the speed of a transport mode and the resultant volume of traffic. In this area, the gravity model, whereby the volume of traffic between two urban areas can be estimated on the basis of their relative weight (i.e. population) and the distance between them, can be taken as a fundamental given. Even though there are some exceptions to the general line of argument, notably when two urban areas are separated by an international border, gravity models have a good capacity for predicting potential traffic flows. However, in measuring the distance between two urban areas, what matters above all is transport time in relation to its cost rather than the actual number of kilometres. The term “gravity” is therefore explained by the fact that traffic is proportional to the populations of the two interconnected centres and inversely proportional to the generalised costs. Distance is therefore measured by the generalised cost of the trip, which may be expressed as follows:

\[ C_g = p + hT_g \]

where:

- \( P \) = Monetary price of the trip between location i and location j;
- \( T_g \) = Generalised time between i and j;
- \( H \) = Monetary parameter representing the average value of time in the eyes of travellers.

It is worth noting that the generalised cost takes account of monetary cost, the full transport time and a term relating to the way in which this transport time is perceived. The aim here is to take account of load breaks, the frequency of services in the case of public transport, number of transfers, etc. There is therefore a qualitative dimension to placing a value on travel time. To take this qualitative dimension into account, according to the mode studied, the \( T_g \) parameter can be constructed in greater detail in order to take better account of not only travel time but also the access time upstream and downstream, if necessary, as well as the intrinsic performance and quality levels of the mode in question.

In the case of a trip by rail or by air, for example, the following parameters could be taken into account:

- Travel time in the form of average travelling time between the origin and destination points in zones i and j;
- An indicator of the average interval between two trains (planes) according to the hourly schedule of a day's service;
- The number of transfers (train or plane) the traveller is required to make (load break);
- Frequency of trains or planes on the route;
- A constant representing times at journey ends.
This will provide an aggregate total time, a physical value that must be matched to the price of the trip by choosing an average time value for passengers.

– To measure this parameter, from a theoretical standpoint, the economic analysis is based on the principle that time is scarce. The individual chooses between the various activities possible by comparing the utility he derives from an activity and the share of the total time available to him which is thereby consumed. Consequently, time spent travelling is time taken away from other activities.

– From a practical standpoint, the placing of monetary value on time occurs through the notion of Time Value (TV), or the monetary value of time. This value is established through the study of individual behaviour patterns and may therefore be viewed as a behavioural value: individuals' willingness to pay in order to save time.

The value of time is usually obtained through direct methods of evaluating effects, notably through stated preference surveys or revealed preference methods. The studies which have been conducted, even though they still contain many biases, have provided us with greater insights. Nonetheless, it still remains extremely difficult to distinguish fine classes of uniform individuals in terms of time value, just as it would be equally difficult to segment the customers of a transport route into subclasses and estimate the number of users and the forecast changes in each subclass. Instead, an average approach is used with regard to the opportunity cost of time, by relating the hourly value of time to average hourly salaries.

The value of time, which symbolises the monetary value placed on time by individuals, is therefore the product of a process of simplification. As such, it theoretically depends upon individual social economic factors such as wealth, income, socioprofessional category, reason for trip, mode, etc. It is also common practice to choose different time values in urban areas for inter-city trips, as suggested with regard to France by the Boiteux 2 report, which recommends that a distinction be drawn between three types of reason and that better account be taken of comfort through the introduction of discomfort costs of 1.5 for congested travel conditions (+50 per cent of the cost of time spent travelling) and 2 for waiting times (+100 per cent of the cost of time) in assessments.

For inter-city travel, the time values proposed differ according to mode in order to take account of differences between customers. The time value is, on average, higher in a plane than in a train or a car. The values proposed therefore distinguish between the distance travelled and, in the case of rail transport, class of service (see Tables 1 and 2).

Table 1. Time value proposed per passenger in urban areas (in 1998 euros per hour)

<table>
<thead>
<tr>
<th>Mode of travel</th>
<th>% of wage cost</th>
<th>% of gross salary</th>
<th>France as a whole</th>
<th>Ile-de-France region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Professional trip</td>
<td>61%</td>
<td>85%</td>
<td>10.5 €</td>
<td>13.0</td>
</tr>
<tr>
<td>Journey-to-work</td>
<td>55%</td>
<td>77%</td>
<td>9.5</td>
<td>11.6</td>
</tr>
<tr>
<td>Other trips (shopping, leisure, tourism, etc.)</td>
<td>30%</td>
<td>42%</td>
<td>5.2</td>
<td>6.4</td>
</tr>
<tr>
<td>When no details are available of the breakdown of traffic by trip reason, average value</td>
<td>42%</td>
<td>59%</td>
<td>7.2</td>
<td>8.8</td>
</tr>
</tbody>
</table>
Table 2. **1998 time value per passenger in urban areas (in 1998 euros per hour)**

<table>
<thead>
<tr>
<th>Mode</th>
<th>For distances below</th>
<th>For distances d between 50 km or 150 km and 400 km</th>
<th>Stabilisation for d &gt; 400km</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50 km</td>
<td>150 km</td>
<td></td>
</tr>
<tr>
<td>Road</td>
<td>8.4 €</td>
<td>-</td>
<td>50 km&lt;d TV = (d/10+50).1/6.56</td>
</tr>
<tr>
<td>2&lt;sup&gt;nd&lt;/sup&gt; class rail</td>
<td>-</td>
<td>10.7</td>
<td>150 km&lt;d TV = 1/7(3d/10+445).1/6.56</td>
</tr>
<tr>
<td>1&lt;sup&gt;st&lt;/sup&gt; class rail</td>
<td>-</td>
<td>27.4</td>
<td>150 km&lt;d TV = 1/7(9d/10+1125).1/6.56</td>
</tr>
<tr>
<td>Air</td>
<td></td>
<td>45.7</td>
<td>45.7</td>
</tr>
</tbody>
</table>

Because of economic trends in prices, the consumption of main items, income and wealth, the value of time will also vary. The rule for the trend in time value recommended in the Boiteux 2 report is that of a trend in per capita household consumption with an elasticity of 0.7.

On the whole, even though stated preference surveys have been conducted, it is extremely rare that a person is capable of specifying a monetary equivalent for the value of his own time at a given time and for a given activity. The value of time is, in most cases, revealed through behaviours that, in fact, are not quite as rational as analysis might suggest. C. Segonne, for example, has shown how the users of the Prado-Carénage Tunnel in Marseille overestimate the time saved through use of this toll infrastructure. Symmetrically, non-users overestimate the time they would have saved by taking this new route. However, the fact that the rationale in the field of transport, as in other areas of consumer choice, is limited by the impossibility of having detailed knowledge of the alternatives, does not invalidate the thrust of the analysis: the statements or behaviours of individuals reveal that the latter place a certain value on time. The limits to rationality may result in routine or gregarious forms of behaviour which weaken the capacity for permanent optimisation accorded to actors at the microeconomic level. In no way do they invalidate the notion that individuals try to reduce the costs relating to performance of a given activity, notably by taking account of the associated travel time.

On this basis of a generalised preference for speed, what the transport economist will seek to determine is the elasticity of demand to the generalised cost. Depending upon the type of transport, and more specifically the type of activity relating to that transport, demand for transport will respond more or less strongly to a variation in price. If the “transport” good is a superior good — that is to say, a good exhibiting high utility -- it is most likely that the elasticity of demand to price will also be high. Any decrease in the generalised cost of transport, made possible by higher speeds and/or lower monetary costs, will fuel strong growth in demand. Thus, if we return to the gravity model, we can say that the volume of traffic between two zones i and j will be expressed as follows:

\[ T_{ij} = K \frac{P_i P_j}{C_{gij}^\gamma} \]

where:

- \( P_i \) and \( P_j \) = Respective population of the two geographical zones i and j;
- \( C_{gij} \) = Generalised cost of the transport in question between zones i and j;
- \( \gamma \) = Elasticity of traffic to the generalised cost;
- \( K \) = Adjustment parameter.
The numerator contains the factors of attraction and the denominator the factors of repulsion or resistance, whose values will increase commensurately with elasticity. It is for this reason that some analysts sometimes suggest that the law of gravity applies even more strongly for values of elasticity $\gamma$ higher than 1 or even around 2. A high elasticity in this instance means high sensitivity to the decrease in generalised costs and, in particular, the reduction in travel time afforded by higher speeds. Since speeds do not rise at the same rate in different modes, it is important to note that, apart from the questions of elasticity, it is necessary to show how the change in relative speeds has a quite significant impact on relative generalised costs and hence the modal split of traffic flows.

1.3. Price-time models and modal choice

To illustrate the key role played by relative speeds, we shall briefly discuss the rationale that has allowed France to make high-speed rail projects an economically credible proposition. Use was made of an econometric model designed to explain the modal split between rail and air for new high-speed railway lines; this model combines a price-time model with a gravity model and therefore takes account of two modes of transport (rail and air).

The first step is to express the generalised costs associated with each of the competing modes of transport, since the model is based on the assumption that a passenger will choose between the two modes according to the value he places on his time and the characteristics of the costs and travel time of each mode. User $k$ will therefore choose the mode with the lowest generalised cost once his time value, $h_k$, has been taken into account.

Let us assume that we are modelling a modal split between rail and air. The respective prices of rail and air are therefore $P_A$ and $P_A$; $T_F$ and $T_A$ are the respective journey times (including final legs), and the generalised costs for user $k$ are expressed as follows:

$$C_{gk}^A = P_A + h_k T_A$$
$$C_{gk}^F = P_F + h_k T_F$$

On a given route $i$, there is a time value $h_i^0$ such that:

$$C_{gA} = C_{gF}$$

which is known as the time indifference value on route $i$. If $h_k$ is less than $h_i^0$, user $k$ will choose rail, or failing that, air travel.

It is assumed that the passenger population on a given route is characterised by a passenger time value $g(h)$ distribution whose function is:

$$F(h) = \int_0^h f(x) \, dx$$

This gives the proportion of trips whose time value is less than $h$.

Accordingly, the proportion $Y_i$ of air users in total traffic will be given by:

$$Y_i = \int_0^{h_i} f(x) \, dx = 1-F(h_i)$$
This is illustrated in the two figures below:

**Figure 2.** Comparative generalised costs of rail and air

\[ CG_F = P_F + h \times T_F \]

If we now put in place a high-speed train allowing substantial time savings, this will modify the generalised cost of rail transport, all things being equal. The gradient of line \( C_{gF} \) now will shift.

**Figure 3.** Improvement of the market share of rail as a result of the introduction of high-speed services

If we now put in place a high-speed train allowing substantial time savings, this will modify the generalised cost of rail transport, all things being equal. The gradient of line \( C_{gF} \) now will shift.
where:

\[
\begin{align*}
\text{Train Cg}_F & = P_F + h \times T_F \\
\text{Air Cg}_A & = P_A + h \times T_A \\
\text{TGV Cg}_{tgv} & = P_{tgv} + h \times T_{tgv}
\end{align*}
\]

Figure 4. Distribution of time values

Figure 5. Distribution of traffic according to time value
Because of the wealth of data available regarding income distribution among the population in a large number of countries, we can formulate a time value density function for log-normal \( f(h) \), that is to say:

\[
f(h) = \frac{1}{hs\sqrt{2\pi}} \exp\left(-\frac{(\log h - \log m)^2}{2s^2}\right)
\]

where \( \sigma \) is the standard logarithmic deviation for time values and \( m \) the average time value.

Adjustment of the model consists in calibrating the log-normal law parameters, that is to say, the standard logarithmic deviation of time values and the average time value. The calibration must apply to as many routes as possible on which the two transport modes are competing (in this case rail and air). This desired spread in the data collected makes it possible to ensure that the stability of the parameter adjustment is properly verified and, in particular, that a correlation does actually exist in the country concerned between the average time value expressed in constant terms and the volume consumption of households.

This model is aggregated to the extent that it reconstitutes market shares. Once the model has been calibrated, the time value is set at a specific value in order to be able to test various trend scenarios in the transport system. To obtain medium- and long-term projections, the future time value is correlated with the forecast increase in income. It should be noted that there are several variants of the price-time model. What in fact differs from one model to another is the way in which the generalised cost is formulated. This comment suffices to show that the time value is not self-evident in the eyes of the economist; on the contrary, it is a value construction on the basis of what are frequently highly sophisticated lines of reasoning.

Recent studies (De Palma and Fontan, 2001; Bayac and Causse, 2002; Hensher, 2001) have shown that it was possible to improve the account taken of time value in transport demand models. The basic idea put forward in these studies, based on disaggregated models integrating a random dimension into individual demand, is to consider a non-linear relationship between time savings and utility. Their main outcome is not a reduction but rather an increase in the revealed value of transport time and therefore a de facto greater preference for speed.

### 1.4. Time and choice of investment

Time saving is therefore one of the main goals of investment in the transport field. It is essential to take account of time savings when calculating the social and economic viability of a project, that is to say, its viability after account is taken of the collective, and not simply the financial, interest of the project. When extended to the non-monetary aspects of the surplus afforded to the community by new transport infrastructure, cost-benefit analysis focuses on time savings, which usually account for four-fifths of the non-monetary benefits.

#### 1.4.1. Discounting: another economic approach to time

In economics, discounting allows account to be taken of the time dimension and to compare sums at discrete horizons. The discounting principle is analogous to the principle of capitalisation. If a capital \( C_0 \) is placed on a market at an interest rate \( r \) in year 0, the capital in year \( n \) will be \( C_n \) where:

\[
C_n = C_0 \times (1 + r)^n
\]
The discounting procedure uses a **discounting rate** $a$ (usually per annum), representing the preferences for the availability of money over time. One euro available in a year is equivalent to $1 + a$ euros available today. A sum of $S_n$ in year $n$ is only taken into account as $S_0$ where:

$$S_0 = S_n/(1 + a)^n$$

The discounting rate, and its level, therefore translate a more or less significant preference for the present. An individual whose preference is for the present will have a very high discounting rate, which will severely penalise future goods. Conversely, an individual who gives priority to the long term will have a low discounting rate. It would even be feasible for individuals to have a preference for the future rather than the present, in which case they would have a negative discounting rate.

The first economic studies on discounting are now quite old. Ramsey (1928), Evans (1930) and Hotelling (1931, as part of his work on natural resources), made major contributions, as well as Massé (1946) or Arrow and Kurtz (1970, on the role of public capital). In the light of this work, it can only be said that the discounting rate represents more than simply a more or less strong preference for the present.

In the first analysis, the process of discounting may be justified by what economists refer to as the “pure” preference for the present, which in some respects translates the “impatience” of economic agents. An impatient consumer will have a high discounting rate and the immediate consumption of the product provides him with greater satisfaction than consumption at a later time. This pure preference rate, denoted $p$, is obviously a behavioural value. Arrow (1995 and 1996) proposes, on the basis of ethical and empirical conclusions, to adopt a pure preference rate of 1 per cent. Cline (1999) proposes, for his part, a rate of the order of 2 per cent. Other authors recommend adopting a rate of 0, particularly with regard to moral considerations regarding future generations when projects have intergenerational effects. Proposals may therefore specify different rates according to the length of the calculation. For investments of less than thirty years, the pure preference rate for the present (approximately 2 per cent) may be taken into account in the discounting process. For periods of more than thirty years, it must be taken as 0. Other authors such as Harvey, Heal, Overton and MacFadyen have proposed various formulae for the discounting rate, introducing a variation in the latter over time.

The discounting rate also translates a “wealth effect”. Future generations will be wealthier than the present generation. As a result, the utility of consuming a euro today is higher than that which will be derived from consuming a euro in several years’ time, even at a zero rate of inflation. This means that the utility of a euro for a “poor” individual is greater than that derived by a “rich” individual from the consumption of the same sum of money. In this respect, the discounting rate must not be confused with the rate of inflation, since we are talking here in terms of constant money. The discounting process therefore does not translate the effect of depreciation of the value of money as a result of an increase in consumer prices. This wealth effect, denoted as $\theta^*g$, is often related to economic growth. $\theta$ is therefore a term that takes account of the marginal utility of income (the value usually assigned is close to 1.5, which approximately matches the inverse elasticity of the marginal utility of income) and $g$ is the per capita GDP growth rate (the long-term growth rates usually adopted range from 2 to 4 per cent).

A third approach to discounting, which embraces the two preceding ones, is that of “opportunity cost”. Since the immobilisation of capital is unproductive, the discounting rate can take account of the potential profit to be earned from an alternative use of a given capital,
such as investing the capital in a financial market offering a guaranteed return. This justification of the discounting process also takes account of the constraint of scarce financial resources. This opportunity cost of money, generally denoted \( r \), may be related to the real rate of interest in the financial market (the rate adopted may be the actual rate applicable to long-term obligations, i.e. a value of around 4 per cent).

In sum, the discounting rate, as a method of integrating time into economic calculations, may be defined as the aggregation of three terms: the “pure” preference of economic agents for the present at a rate \( p \); the “wealth effect” \( \theta g \), generated by the action of time; and the “monetary opportunity cost” \( r \). However, such an aggregation does not simply mean adding the three terms, rate \( p \), \( \theta g \) and \( r \), together. Böhm-Bawerk, followed by Cline\(^5\), suggest that a social discounting rate must be adopted for individuals (or a “pure” discounting rate) to take account of \( p \) and \( \theta g \), i.e. the pure preference for the present and the wealth effect. This rate would not take account of the opportunity cost of money. In contrast, for firms and public investors, it is the opportunity cost which prevails in the determination of the discounting rate. The pure preference for the present and the wealth effect are implicitly part of a wider notion, which is the opportunity cost of money.

Figure 6. **Discounting rate: three approaches to the value of time**

More than a simple economic calculation, specifying the discounting rate to apply calls for specification of the framework for and context in which projects are implemented. For example, the nature of the process of economic globalisation, and to an even greater extent the globalisation of capital, challenges the methods currently used to determine discounting rates (see Lind, 1990; Obstfeld, 1986). The same applies to the account taken of strategic elements; indeed, to such an
extent that the choice of discounting rate for major infrastructure projects, while admittedly based on economic rationales, ultimately amounts to a political choice, particularly in the area of transport infrastructure.

1.4.2. **Time and public economic calculation in the field of transport infrastructure**

The discounting rate is extremely important in public economic calculations, since its level will partly determine the approach adopted by government to investment. The integration of time is not only a feature of the discounting rate, it is also a component of the time savings afforded by increased travel speeds. It can be seen in the equations below, which classically specify the discounted cash flow and the internal rate of return (IRR) in economic and social terms.

The discounted cash flow is the other facet of the Net Present Value (NPV), but takes account of the interest to the community in estimating the monetary value of the various costs and benefits of a public investment. The benefits estimated in monetary terms, denoted $A_j$, are decisive, in the numerator of the equation below, for determination of the socioeconomic viability of a project.

\[
BNA = \sum_{j-t_p}^{t_n} \left( I_j - D I_j + D R_j - D C_j + D A_j \right) + \frac{K_t}{(1 + a)^{n-t_p}}
\]

- $I_j$ = Investment during period $J$;
- $R_j$ = Income during period $J$;
- $C_j$ = Costs during period $J$;
- $A_j$ = Non-monetary but monetarised benefits during period $J$;
- $K_t$ = Residual value;
- $a$ = Discounting rate.

All the variables presented are discounted values for a reference year, $t_r$. For investment in the transport field, the reference year commonly used is the year of entry into service or the year before. In the equation above, $t_p$ corresponds to the year in which work commenced and $t_n$ the last year of operation taken into account in the calculation.

The socioeconomic IRR is the discounting rate that cancels out the NDB. Therefore, any project whose socioeconomic IRR is higher than the reference discounting rate is considered to be viable, that is to say, the project generates a sufficient overall surplus (i.e. its NDB is positive) compared with the initial investment costs.

The way in which time is taken into account is therefore decisive in two respects with regard to the public economic calculation:

- Firstly, the choice of a specific time value, representing a more or less high percentage of the average wage, will significantly modify the outcome of the project; particularly in view of the fact that the time saving often accounts for a non-negligible share of the factors which make the numerator positive in the first term of the equation above.
Secondly, the choice of discounting rate, if high, can penalise the implementation of long-term projects by encouraging investments offering a speedier return for the community. The reference rate can therefore be interpreted as the community’s preference for projects whose impacts are rapidly visible or, conversely, for higher capitalisation of the long-term effects.

By way of an illustration, let us consider the following, albeit somewhat simplistic, example. The authorities wish to improve the link between two major economic centres. They have two possible choices of investment: they can either improve the road link or improve the public transport link, both of which offer similar time savings for the same investment costs.

If the priority is given to short-term considerations with a high discounting rate, the investment will tend to be in favour of an improved road link in that the initial time savings will benefit a much greater number of users (assuming that road is used more than public transport in the initial situation). Even if the external costs rise (pollution, noise, etc.), the surplus generated during the first few years will be higher than that afforded by the public transport project. The longer term may see the emergence of unwanted effects, such as growth in car ownership, changes in the travel patterns of individuals -- who take advantage of the new infrastructure to live further away and therefore to travel longer distances, a decline in the share of public transport and increased congestion and hence pollution. With a high discounting rate, all of these effects (provided that they can be predicted and estimated) are relatively unimportant at the time of the calculation and have merely a limited impact on the rate of return on the road investment project. The road project will therefore remain superior to the projected investment in public transport. In contrast, with a low discounting rate, these long-term effects can have a significant impact on the calculation of viability and can lower the socioeconomic IRR of the road project to a level below that of the public transport investment project, particularly if the external costs (poor safety levels, pollution) relating specifically to the road projects are evaluated at high levels.

To a certain extent, account can be taken of time in a variety of more or less conflicting ways at the very heart of the economic calculation. If a high time value and high discounting rate are chosen, a strong preference for the present and for speed emerges. A modest, if not zero, discounting rate and low time value, on the other hand, work in favour of a preference for the future and low inclination for speed. However, it is also possible to adopt scenarios which partially work against a high time value and low discounting rate or, conversely, a low time value and high discounting rate. In this respect it is instructive, for a given discounting rate, to observe the way in which collective judgements are implicitly made in favour of or against a given time value. When faced with congestion problems in particular, does the objective of increasing speeds remain relevant at all times and under all circumstances?

1.5. Congestion charging: illustration or cornerstone of the importance of the travel time variable?

In 1930, when A.C. Pigou presented his famous example of internalising congestion costs, including time losses, through the introduction of a charge, his main objective was to achieve maximum fluidity through the optimum allocation of traffic flows to two competing routes. This approach amounted to establishing an explicit link between engineering and economics, which his successors were to achieve more precisely by making use of the insight provided by the speed-flow curve. Building on this technical foundation, economists subsequently developed their own set of problems by focusing too exclusively on the relationship between charging and infrastructure financing, which reveals the preference for speed. However, in urban areas, this preference faces some major obstacles.
1.5.1. The speed-flow curve and the knowledge gained from traffic engineering

The “standard” static congestion model is a relatively straightforward construction. A given infrastructure is considered to have constant capacity with a single input and single output. The “fundamental” diagram derived from traffic engineering data describes how speed $V$ (measured, for example, in metres/second or kilometres/hour) declines as density $D$ (measured in terms of the number of vehicles per metre of carriageway) increases. The maximum speed, $V_{\text{max}}$, is assumed to be reached for a positive density (which explains the flat portion at the beginning of the curve, and that the maximum density $D_{\text{max}}$ corresponds to zero speed (the flow of vehicles becomes a “stock” of vehicles). By analogy with the theory of fluid dynamics, the vehicle flow, $F$ (measured in terms of the number of vehicles per second), is the sum of $D$ and $V$. Consequently, there is a maximum flow, $F_{\text{max}}$, corresponding to a given combination of speed and density, denoted $V^*$ and $D^*$, respectively.

Figure 7. Speed and traffic density

![Speed and traffic density graph](image)

This speed-density curve can be used to derive a speed-flow curve exhibiting a characteristic profile: there is a positive correlation between flow and speed $F_{\text{max}}$, after which the correlation is negative (a flow higher than $F_{\text{max}}$ implies a speed lower than $V^*$).

Figure 8. Speed-flow curve

![Speed-flow curve graph](image)
If it is assumed that solely time costs determine the cost of the trip made by users, and since travel time is known to be inversely proportionate to speed, it is possible to use the speed-flow curve to derive a curve representing the average cost of the trip for a given distance and time value. This curve is the average cost-flow curve which provides the basis for static models:

Figure 9. **Relationship between flow and the cost of the trip in terms of time**

The maximum flow rate, $F_{\text{max}}$, is based on the assumption that there is a certain amount of congestion. The gradient of the average cost curve in the lower section of the curve is due to the fact that if the number of motorists increases, speed decreases but flow continues to rise. Above maximum capacity, an increase in the number of vehicles on the road leads to a decrease in speed and reduced flows. The difference between the average cost curve and the marginal cost curve represents the external marginal cost of congestion, i.e. the share of the congestion costs imposed by a road user on other motorists. The user chooses to use infrastructure according to the average cost of his trip, which results in “over-consumption”, in that the costs borne by the user do not cover all the costs he generates. As a result, the optimum price, or congestion charge, corresponds to the difference between these two parameters.

**1.5.2. The problematic introduction of congestion charging**

From an economic standpoint, the need to charge for congestion would appear to be a foregone conclusion. It represents progress because it introduces the time related to congestion into the economic calculation made by agents. To justify the substitution of a price logic by free access, associated with tax-based financing, we can turn to Jules Dupuit, who is acknowledged as the first to advance the concept of specific charges for transport infrastructure which take account of contributory capacity. With regard to road infrastructure, a distinction needs to be drawn between infrastructure which has been in existence for a long time, and which is more or less amortized, and infrastructure which has not as yet been built or which must be financed even though it is relatively easy to identify its future users. This is the case, for example, for a bridge or a tunnel, both of which are civil works...
designed to meet a specific need at a specific location to improve traffic flow conditions. Jules Dupuit demonstrates that financing by the user is both possible (tolls) and more remunerative if the charge takes account of the contributory capacities of users, that is to say, if there is a certain degree of discrimination.

Congestion charging is a form of discrimination which consists in differentiating charges over time, according to the degree of congestion in the infrastructure, and therefore to move the charge along the distribution curve of time values. The person who is willing to pay more in order to travel in better flow conditions during peak hours, obtains greater utility than the person who prefers to pay less by changing mode or by changing the time at which he travels to off-peak hours. The temporal differentiation of pricing thus enables the community to benefit doubly:

– Firstly, infrastructure use is optimised by taking account of the differential utility to users. The price signal plays its role to the full by indicating relative scarcities and by selecting between those expressing demand;

– Secondly, it releases the financial resources to cover the cost of infrastructure.

Charging, differentiated according to levels of road congestion, can therefore help to steer both demand, by removing the users who create congestion and thereby reduce service quality, and supply, by giving priority to the construction of infrastructure whose costs can be covered by such charging. The three objectives that charging for public services generally seeks to meet (covering costs, steering demand and redistribution) are therefore concurrently taken into account by this type of charging system, which is why it has been applied for many years in the air transport sector and for high-speed services in the rail sector. Its use is also recommended in the road sector, particularly in urban areas, although such practices are far from widespread.

We must therefore ask ourselves why it is proving so difficult to apply such an effective solution in practice. Is it because public policies lag behind economic thinking? Or could it possibly be because the central role assigned to travel time, and therefore speed, in the above ways of thinking needs to be looked at anew?

Questions on the universal relevance of the price-time model primarily arise in urban areas when a critical look is taken at the objectives of charging.

– When the purpose of charging is to finance the construction of new urban roads, which are generally extremely expensive (tunnels, bridges, etc.), the toll must be set at a level which is generally unacceptable to the vast majority of users. Charging is then confronted with the problem of “three-sided incompatibility”, which makes it impossible to have, at one and the same time, daily use of the infrastructure and high charging levels in the absence of any genuine alternative route. If the toll is to be socially acceptable, its level must be reduced. The outcome is insufficient revenue streams, requiring massive public transfers to road as a mode of transport, which is equivalent to subsidising road transport. The time savings and their economic implications thereby become a pretext for subsidies, which might be justified were it not for the conflict with other environmental (pollution, noise, etc.) or urban (urban sprawl, modal split, etc.) objectives.

– In the case of a “pure” congestion charge, designed to ensure a given level of traffic fluidity without building new infrastructure, it needs to be borne in mind that demand elasticity is relatively low during peak hours. Short of raising tolls to extremely high levels, the number of vehicles will still be high and the gain in travel speeds low. It should be noted that this low
elasticity is more a sign of the captivity of motorists than a real willingness to pay. This was the main reason for the problems faced in introducing a congestion charge, as already pointed out by Baumol and Oates. On average, the congestion charge results in a net transfer to the community. The gain attributable to the time saving afforded by increased fluidity is more than offset by the cost of the charge, if the average value of time is taken as a basis. In other words, solely the small minority of individuals who have a very high time value benefit from a congestion charge, if the latter is introduced in a situation in which users have no other real alternative, in terms of route or time at which trips are made.

In a densely-populated urban area, efforts to use car speeds as a means of reducing the generalised cost therefore raise a number of questions. The pressure of demand for travel by car remains extremely high and any local improvement in fluidity results in an overall increase in traffic. Short of systematically oversizing the road network or imposing socially and politically unacceptable charges, it would be vain to adopt the vague and general objective of increasing fluidity, i.e. speed. What recent urban policies can teach us is that, on the contrary, we need to adopt a differentiated approach to the network. While on many routes it is appropriate to maintain a certain speed, the same is not true of the city centre and the roads that lead to the centre. In the first instance, it may be necessary to consider building new infrastructure. In the second, on the other hand, the aim of elected representatives, at present, would seem to be directed more towards reducing speeds, not only for safety reasons but also, and above all, in order to rehabilitate the urban environment. This reasoning might seem paradoxical and even anti-economic, since it consists in curbing the volume of traffic and in reducing the surface area of the road network in order to do so. However, we shall see in the second part of this paper that, under certain conditions, this objective is undoubtedly acceptable -- the problem being how to determine its area of relevance.

2. TRAVEL TIME: A CONSTANT IN ACTIVITY PROGRAMMES AND A DILEMMA FOR COLLECTIVE CHOICES

The objective of minimising generalised transport costs is a key factor in the understanding of individual and collective choices with regard to transport. This mechanism prompts users to give priority to the fastest modes of transport, those which will “save time”. It should not be deduced from this, however, that users spend ever shorter periods of time in the transport system. The situation is quite the opposite since the time saved is, in a certain manner, reinvested in transport, as set out in Zahavi's hypothesis. Taking account of this hypothesis encourages us to look beyond the time spent on travelling and to take a closer look at the programmes of activity of individuals. It is quite plausible that the travel time gained in a typical trip is reinvested in additional distance (greater distance between home and the workplace) or in additional trips relating to new activities. In itself, this type of income effect is hardly surprising in economic analysis. However, to the extent that it has unwanted effects which challenge the sustainable nature of mobility, particularly in urban areas, the question arises as to whether the key objective of reducing the generalised cost of transport should not be replaced by the objective of increasing that very generalised cost, in some cases simply by reducing travel speeds!
2.1. Zahavi's hypothesis

In the 1970s, Y. Zahavi, an economist working at the World Bank, developed two hypotheses regarding the constancy of travel time and money budgets. His subsequent work on this double constancy led him to develop two different types of tool:

- A dataset which tended to confirm the regularity in relation to income of the time budget, on the one hand, and the money budget on the other;
- A traffic forecasting model (UMOT) in urban areas, based on data on the relative speeds of different modes and the trend in income.

The average travel time budget associated with Zahavi’s hypothesis is approximately one hour. To be more precise, the result achieved by Zahavi consists in an approximation of the average travel time budget within a conurbation by means of a decreasing and very rapidly converging mathematical expression of average travel speed. The relationship between travel speed and average time budget is therefore represented by the following function:

\[ T = b + \frac{a}{speed}. \]

where \( T \) is the travel time per mobile person, and \( a \) and \( b \) are coefficients to be determined where \( b \) can be interpreted as the minimum time that an individual will assign to transport. The level of \( b \) will therefore be slightly below one hour of travel time.

For all the estimates made on the basis of different sample data, Zahavi obtained a very rapid convergence in the average travel time budget to one hour of travel time. In fact, as soon as average speed exceeds walking speed, the time budget appears to be convergent at slightly above one hour of daily travel.

Figure 10. Travel time per mobile person and door-to-door speed
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As soon as the speed rises to 10 km/h, travel time budgets bunch together in a relatively narrow interval. The curves accept asymptotic values of $b$, which for these cities are relatively close ($b \in [1.03;1.18]$, in hours of travel time). The coefficient $a$ indicates the speed at which the travel time budget will converge. The lower the value of $a$, the faster the time budget will decrease with speed ($a \in [2.01;2.18]$, except in Munich where $a = 0.77$). However, the level of the time budget depends upon the unit of observation used. For analyses based on mobile people, the time budget is slightly above one hour. However, it has been possible to “illustrate” the constancy of travel time budgets by means of observation units other than mobile people.

In an earlier paper, Zahavi focuses on the daily duration of car trips. Taking data from 18 different cities, Zahavi found that a critical level of car ownership appears to exist, above which the average duration of car trips are concentrated around the same average of 0.8 h per vehicle per day. The regularity of length of car trips would appear to be confirmed by data relating to vehicles. The duration of daily car trips in developed countries (cities with car-ownership levels above 10 per cent) are concentrated within a narrow time interval (0.70 h-0.88 h), i.e. 42 min-53 min.

The hypotheses and preliminary work by Zahavi have recently been confirmed by the results of work by A. Schafer (2000), who was able to benefit from improvements to transport surveys in the various locations studied. This allowed him to present constant daily travel time budgets in both time and space over a period extending from 1975 to 1997, despite the fact that the distances travelled vary substantially from one country to another and are rising over time.

Figure 11. Travel time budgets, in hours per person per day
A. Schafer conducted the same analysis for a wide variety of cities. The figure below reveals an interval of forty minutes within which all the average travel time budgets of the cities studied are concentrated. The level of GDP in the countries surveyed has no significant impact on the level of the travel time budget and, for some cities for which a sufficiently long observation period is available, we can see an illustration of the continued regularity of the time budget, despite the economic growth of countries (Paris, Tokyo, Osaka).

2.2. Value of time and optimisation of activity programmes

It is important to note that, in the argument advanced by Zahavi, the constancy of travel time budgets must not be attributed to sociological or biological considerations. It is not a structural feature that we must accept by virtue, for example, of temporal-biological determinism. On the contrary, we are typically faced with a microeconomic process of optimisation. For proof of this, we need look no further than the fact that there is no convergence in cases where car-ownership levels are either low or zero. After the rise in travel speeds as a result of the use of cars and certain types of public transport, individuals modify their choices, firstly, in favour of higher average speeds that will reduce total travel times and, secondly, in favour of maintaining the same travel time, at either constant or increasing speed, while increasing the distances travelled, a simple but robust indicator of the activity opportunities afforded by trips.

The question of the relative stability of the travel time budget can be analysed, to some extent, as the development in the choice between working time and leisure time (in the broad sense of the term) in developed countries. According to the model proposed by G. Becker, the increase in real salaries encourages individuals, and women in particular, to opt for longer working hours that will make it possible to purchase products capable of reducing the constraint of time spent on housework and child-rearing. However, this process of substitution is short-sighted in that the reduction in the “constrained” time reveals the utility of “non-constrained” time (i.e. leisure, cultural activities, etc.) spent outside the workplace. After reducing the time spent outside the workplace, and above a certain level of income, the substitution effect gives way to the income effect. While access to higher speeds will initially prompt a reduction in travel time, an asymptotic trend subsequently emerges, in that maintaining travel time at a more or less constant level is quite simply the condition for diversification of the activities of the individual and therefore of increasing utility. However, taking account of the time budget alone is insufficient and we must also take account, as microeconomic analysis teaches us, of all resources, including money, in order to determine the central issues in choices and their implications for the programmes of activity of individuals.

In the most classical types of microeconomic model, two resources impinge on the universe of mobility choices, namely, income and available time. The level of mobility chosen by an individual will therefore be the outcome of the relationships between the component costs and benefits of the form of transport he uses. While the value of transport utility is a highly subjective notion, in that it depends upon individual preferences, transport costs can be expressed by a unit of measurement: money or time. And the size of these costs is dictated, firstly, by market prices, for monetary transport costs and, secondly, by the price of transport in terms of time, which will depend upon travel speed and the value of time.
Figure 12. Average travel time budgets per person

African Villages in:
I Tanzania, 1986
II Ghana, 1988

City Surveys:
1 Tianjin (China), 1993
2 Kazanlk (Bulgaria), 1965/66
3 Lim-Callao (Peru), 1965/66
4 Pskov (Former USSR), 1965/66
5 Marinor (Former Yugoslavia), 1965/66
6 Kragujevac (F. Yugoslavia), 1965/66
7 Torun (Poland), 1965/66
8 Gyoer (Hungary), 1965/66
9 Olomouc (Former CSFR), 1965/66
10 Hoyerswerde (Former GDR), 1965/66
11 Sao Paulo (Brazil), 1987
12 Sao Paulo (Brazil), 1977
13 Warsaw (Poland), 1993
14 6 Cities (France), 1965/66
15 Osnabruck (Germany), 1965/66
16 44 Cities (USA), 1965/66
17 Jackson (USA), 1955/66
18 Paris (France), 1976
19 Paris (France), 1983
20 Paris (France), 1981
21 Sendai (Japan), 1972
22 Sapporo (Japan), 1972
23 Kanazawa (Japan), 1974
24 Kagoshima (Japan), 1974
25 Kumamoto (Japan), 1973
26 Hamamatsu (Japan), 1975
27 Fukui (Japan), 1977
28 Niigata (Japan), 1978
29 Hiroshima (Japan), 1978
30 Osaka (Japan), 1980
31 Tokyo (Japan), 1980
32 Osaka (Japan), 1985
33 Tokyo (Japan), 1985
34 Cities No. 21-29 in 1987
35 Tokyo (Japan), 1990
36 Osaka (Japan), 1990

National Travel Surveys:
A Belgium, 1965/66
B Austria, 1993
C Great Britain, 1985/86
D Germany, 1976
E Netherlands, 1979
F Great Britain, 1989/91
G Finland, 1986
H Netherlands, 1987
I France, 1984
J Germany, 1982
K Netherlands, 1989
L USA, 1990
M Germany, 1989
N Switzerland, 1984
O Switzerland, 1989
P Australia, 1986
Q Singapore, 1991
R Norway, 1985
S Norway, 1992
T Japan, 1987

GDP/cap, US$(1985)
Representing mobility behaviour in this manner describes programmes of activity and individual travel according to five components: monetary costs, time costs, monetary resources and the value placed on travel utility. Any choice of programme of activity must be made with reference to these five components. There is, therefore, a certain type of trade-off between monetary costs and time costs when acquiring higher speed in order to save. Accordingly, persons who are capable of making the monetary expenditure needed to secure higher speed, travel faster and thereby gain in terms of travel time for a given level of mobility. However, the time thereby saved will be reinvested in transport, so that the money budget remains constant. The outcome for these persons is increased mobility, in that during the same period of time (constant time budget) they can travel a greater distance as a result of higher travel speeds. From this standpoint, the general increase in mobility is the result of the reduction in the monetary costs of speed and the trend increase in the latter.

It is therefore clear that postulating the regularity of these two travel budgets amounts to reducing the complexity of mobility behaviour. While individuals do not have the explicit objective of regularity in these two budgets, their behaviour patterns implicitly reveal an average preference of this nature. The reference to the average, without prejudging the accompanying spread, is of paramount importance here. Those in the youngest and oldest age brackets are undoubtedly less mobile than the working population. However, the basic lesson is that any relaxation of the constraints represented by the individual's resources and the prices he must contend with will translate into an increased level of mobility. This therefore provides us with a compelling explanation for the generalised trend towards increased mobility, irrespective of whether such mobility takes the form of long- and medium-distance inter-city trips or daily trips, notably those in urban environments.

2.3. Inter-city mobility: an impossible decoupling of growth and transport

For many years, economists, and particularly transport economists, have stressed the strong correlation between economic growth and the growth in the transport sector, indeed to such an extent that many people, including historians and politicians, have transformed this correlation into cause and effect by claiming that the construction of appropriate transport infrastructure is a prerequisite for economic growth. Throughout the twentieth century this idea has therefore enjoyed considerable currency, as borne out by both the development of transport services (road, rail, air) and the increased mobility of people and goods. Taking the argument one step further, A. Schafer has proposed a common target point for all countries (for the middle of the current century?) of over 200 000 km per year per inhabitant. This target point, as may be seen above, is simply the result of an extrapolation of trends that, in the long term, converge on this focal point where, if we assume a convergence in per capital GDP, most of the major regions in the world would be located.
Figure 13. **Correlation between growth and individual mobility: trends**

*Total mobility in passenger-km per year*
*(Statistics 1960 - 1990; Trends 1960 - 2050)*

Source: Schafer and Victor (2000); economic growth rates based on IPCC IS92a/e scenario.

This is clearly a scenario that gives serious cause for concern in view of the impacts that such a dramatic explosion in mobility will have on the environment and/or land use: 200 000 km per year, of which almost a third by high-speed modes of transport (high-speed train and air transport), given that the modes of transport experiencing the strongest growth are also the fastest and the most intensive in terms of energy consumption and therefore those which generate the most pollution (see Figure 1). Let us recall that, excluding walking, per capita mobility since 1800 in the United States has grown at an annual rate of 4.6 per cent, and by 2.7 per cent if pedestrian traffic is included. By way of comparison, the mobility of the French has risen at an annual rate of 4 per cent since 1800.

These concerns have given rise to the idea that the link between economic growth and mobility should be severed, a proposal in direct opposition to the argument advanced by A. Schafer. For the time being, the concept of decoupling conveys vague and implicit connotations. What would be the ultimate objective of such a process? Would it be what is termed “absolute decoupling” or would it simply mean severing the link between mobility and energy consumption, or what is termed “relative decoupling”?

- The first scenario would involve an absolute constraint on per capita mobility, possibly by establishing quotas for per capita mobility, in that the main reason to reduce or stabilize mobility is to curb emissions of CO₂ and other pollutants. Absolute decoupling does not mean...
zero mobility, but rather the stabilization of mobility in absolute terms and, what is more, even during periods of economic growth. If decoupling is viewed as a dynamic concept (elasticity of annual growth in GDP and growth in traffic levels), this means that mobility must be virtually inelastic to economic growth and would correspond to a stabilization of the transport needs of the economy. To do this would require a strong policy towards the management of mobility and spatial reorganisation which would require a substitute for mobility in programmes of activity. Nonetheless, the underlying question is knowing to what extent this absolute decoupling approach would have an impact on economic growth itself. Stabilizing mobility could indeed have severe consequences with regard to growth, which is another way of denying the possibility of absolute decoupling. Would zero growth therefore be the sole means of “doing away with transport” and the impacts of transport on the environment?

– The second scenario offers a negative response to the above question by proposing the solution of relative decoupling, which considers transport and mobility to be inputs that are both necessary and essential for economic growth. The impossible “rationing” of mobility, which would be a direct impediment to economic growth, is avoided by decoupling transport and energy consumption. Just as industry has proved itself capable, since the first oil shock, of increasing the volume of production while at the same time significantly reducing its energy requirements, so too should transport be capable of becoming less energy-intensive. The aim would therefore be to find a technological solution to the problem of the external costs of transport. Mobility would therefore continue to increase. This argument is the same one underpinning the European research programme (Auto Oil II) and, at a more general level, the current hopes of car manufacturers. According to the forecasts drawn up in the Auto Oil II programme, the transport sector would perform relatively better than other sectors in terms of reducing pollution. However, the assumptions on which these forecasts are based are highly sensitive to the rate of growth in demand for mobility. Relative decoupling therefore leaves to one side the resultant increase in traffic volumes, congestion and spatial impacts.

The technological solution would, at first sight, seem appealing since it would simply be a prolongation of current ways of living and thinking. However, it contains the seeds of its own limitations within itself. Such a solution would generate mobility, given that, because the cost of technology constantly declines as a result of productivity gains, we would see the continued operation of the mechanism whereby additional spending power is devoted to the purchase of a faster form of mobility. In addition, the time savings afforded by the optimisation of trips could work to the same effect by pushing back the limits to infrastructure congestion and saturation. Ultimately, the impact that economic growth has on programmes of activity is to achieve a spatial transfer of the problems posed by the regularity of travel time budgets. If, far from being solely a variable which needs to be minimised, travel time is also a constant, then increased travel speeds will lead to increased spatial occupation by individuals. The growth in the absolute value of the money budget for mobility will broaden the scope and increase the number of trips. Through rapid development of high-speed modes of transport and the inexorable growth in leisure mobility, medium- and long-distance mobility clearly has great prospects for the future, as the hypothesis of “double constancy” would appear to suggest to us.

2.4. Daily mobility: travel speed and activity programmes

While the prospect of future growth in inter-city mobility is not a major cause for concern, the same cannot be said of urban mobility. Such mobility is growing in accordance with the same basic principles as medium- and long-distance mobility. As O. Morellet and P. Maréchal have shown, it would be perfectly feasible to include both of these two forms of mobility in a single analytical model.
(cf. the MATISSE model), capable of efficiently predicting transport demand by classifying demand by major types of trip, primarily grouped according to their price sensitivity and travel times. Overall, wherever speed gains are technically feasible and financially accessible, modes with the lowest generalised costs attract most support from the population. This is notably the case for car use in urban areas. Even though the analytical bases are the same, the implications, notably in spatial terms, of the increase in urban mobility pose specific problems.

In the first analysis, we should welcome the growing role played by the car in the organisation of our mobility, in that it is the choice which enables generalised costs to be minimised. This positive assessment could even be enhanced by introducing the benefits of a trip. It goes without saying that reducing the average generalised cost can also lead to the emergence of new travel opportunities. At a lower cost, certain trips will become attractive, and it is at this point that we come up against the issue of the sustainability of car-based mobility. How can we avoid car-based mobility leading to increased mobility in the form of trips over longer distances, either for leisure pursuits, work or, primarily, choice of place of residence?

To illustrate the latter point, let us take the case of journey-to-work trips in France made by persons who work in a different commune to the commune where they reside. By comparing data from the 1990 and 1999 surveys, it appears that the total distance travelled by intercommunal migrants rose from 165 million to 211 million kilometres a day, an increase of almost 28 per cent in less than ten years. This growth is partly attributable to the longer average distances travelled daily (approximately 7 per cent), but is mainly due to the number of persons making trips (almost 20 per cent). Since there are two movements which are cumulative, the main problems regarding the sustainability of daily mobility are clearly to be found here.

Note that the trend in distances travelled and the number of alternating migrants vary substantially according to place of residence. As may be seen in the table above, the rates of variation differ widely from one area to another, resulting in structural effects.

- A first type of structural effect derives from the fact that residents in urban poles (cities with a centre and suburbs) on average travel shorter distances than others. However, since the rate of increase in the number of intercommunal migrants is much higher in peripheral and rural areas, the total distance travelled is rising at a faster rate in this second category of location (+35.8 per cent as opposed to +20.6 per cent in urban poles), which now accounts for a slightly higher total distance travelled.

- The same phenomenon can be seen within urban poles. In a rather curious development, the average distance travelled is rising faster than the average distance travelled by residents in town centres, on the one hand, and suburban residents on the other. This may be explained by the simple reason that the first category of residents, who paradoxically make the longest trips, is growing faster than the second. It is therefore clear that control over urban mobility, and private-car mobility in particular, must take account of structural phenomena.
Table 3. Intercommunal journey-to-work trips in France (1990-99)

<table>
<thead>
<tr>
<th></th>
<th>Total daily distance (thou. kms)</th>
<th>Rate of growth 99/90</th>
<th>Number of daily migrants (thousands)</th>
<th>Rate of growth 99/90</th>
<th>Average daily distance (km)</th>
<th>Rate of growth 99/90</th>
</tr>
</thead>
<tbody>
<tr>
<td>City centres</td>
<td>36 982</td>
<td>+28.0%</td>
<td>1 988</td>
<td>+ 21.8 %</td>
<td>18.6</td>
<td>+ 5.0 %</td>
</tr>
<tr>
<td>Suburbs</td>
<td>68 887</td>
<td>+18.2%</td>
<td>5 939</td>
<td>+10.1%</td>
<td>11.6</td>
<td>+ 7.4 %</td>
</tr>
<tr>
<td>Total urban centres</td>
<td>105 869</td>
<td>+ 20.6%</td>
<td>7 927</td>
<td>+ 12.7%</td>
<td>13.3</td>
<td>+ 8.1 %</td>
</tr>
<tr>
<td>Of which: urban area of Paris</td>
<td>35 555</td>
<td>+11.8 %</td>
<td>2 914</td>
<td>+ 8.1 %</td>
<td>12.2</td>
<td>+ 3.4%</td>
</tr>
<tr>
<td>Outskirts</td>
<td>52 003</td>
<td>+34.0%</td>
<td>3 133</td>
<td>+ 29.3 %</td>
<td>16.6</td>
<td>+ 3.8 %</td>
</tr>
<tr>
<td>Of which: urban area of Paris</td>
<td>12 828</td>
<td>+23.8 %</td>
<td>539</td>
<td>+ 24.5 %</td>
<td>23.8</td>
<td>+ 3.0 %</td>
</tr>
<tr>
<td>Multi-centre urban areas</td>
<td>15 382</td>
<td>+39.0 %</td>
<td>855</td>
<td>+ 31.3%</td>
<td>18.0</td>
<td>+ 5.9 %</td>
</tr>
<tr>
<td>Rural areas</td>
<td>39 377</td>
<td>+36.7%</td>
<td>2 128</td>
<td>+ 33.1 %</td>
<td>18.5</td>
<td>+ 2.8 %</td>
</tr>
<tr>
<td>Total excl. urban centres</td>
<td>106 762</td>
<td>+35.8 %</td>
<td>6 116</td>
<td>+ 30.9%</td>
<td>17.5</td>
<td>+ 3.7 %</td>
</tr>
</tbody>
</table>

Accordingly, current patterns of urban development, which are more extensive and often multipolar, require the population to make relatively long trips on extremely varied routes. Even if the public transport system is efficient, it remains insufficient to cope with demand for mobility, which can only be met by car use. And the more the share accounted for by car use increases, the more it encourages households and firms to move to peripheral locations, there commensurately increasing dependence on car use. Indeed, this explains the relatively high average daily trip distance for the inhabitants of city centres.

Urban structure and mobility are therefore closely linked.

– Firstly, the urban structure provides the space in which all the possible activities pursued by individuals are distributed. The locations of these different activities in relation to the locations of individuals induce certain patterns of mobility. As Zahavi points out, differences in the distribution of employment zones and residential areas may provide an indication of the minimum level of mobility that will obtain. Concentrations of activities, relating either to work or leisure, will generate a large share of trips, and the locations of such concentrations will have an impact on patterns of mobility. Peripheral locations, for example, will lie beyond the reach of public transport services and will therefore be prime sites for generating trips by car.
– Secondly, the urban structure is also where transport will take place and will therefore, in large part, dictate the conditions under which trips are made. In many cases, urban density is synonymous with reduced travel speeds. M. Wiel (1999) accordingly speaks in terms of co-generation between the town and mobility. In his view, urban sprawl can be explained at least in part by the development in increased travel speeds. One of the outcomes of increased travel speeds is an increase in the distances travelled, without any changes in the travel time budget. Urban sprawl, as a response to the phenomenon of property rents, would therefore be the outcome of individuals' taste for increased living space in their homes by extending the limits to their area of mobility.

According to this logic, the way to put a brake on urban sprawl would therefore be to impose speed restrictions, since if speed is responsible for the extension of cities then it should also be capable of slowing down, if not reversing, urban sprawl. Lower speeds should reduce the spatial access of individuals and, as a result, encourage them to modify their choice of place of residence, to the benefit of centres of activity. Such a decision would be expected to restore the density of cities and city centres (both former and new centres)\(^{14}\). While solutions are rarely advocated so starkly (i.e. reduce the number of daily trips), it is clear that this type of reasoning has inspired many of the strategic analyses conducted both by experts\(^{15}\) and by local elected representatives\(^{16}\). Both parties based their analyses on the impossible headlong rush towards “ever more” mobility in urban areas.

Reducing speeds has only a limited area of relevance, however. It is perfectly feasible to envisage reducing traffic speeds in city centres, provided that the performance level of alternative modes is sufficient to meet mobility needs. Instruments such as park-and-drive and public transport lines of sufficient capacity can make speed restrictions on car traffic in city centres an operational reality. If public transport can capture a share of the traffic, the increase in congestion in densely populated areas in the centre can be halted. In some ways, restrictions in city speeds can enable the speed of public transport systems to retain their comparative advantage and to limit the return of car traffic.

Introducing this type of measure in peripheral areas is more problematic. On urban ringroads, the supply of many to-and-from trips cannot reasonably be ensured by public transport. Reducing speeds on roads into the centre could encourage a modal shift to public transport for trips towards the centre. However, it could also severely disrupt trips from one peripheral area to another, where public transport cannot readily compete due to the conflict between the level of service required (strong demand for flexibility, frequency, etc.) and the level of patronage which will ensure minimum economic viability.

All of these considerations would clearly seem to show that the question of car speeds in urban areas leads us directly back to the social choices made with regard to the value of time. By the same token that a social value exists for the discounting rate and a social value for time in economic calculations, it all seems as though urban policies currently aimed at promoting public transport were making an adverse selection of time values. Where economic analysis of congestion suggests that, in order to increase fluidity, charges should be introduced in an attempt to eliminate users whose time values are too low, urban policies are substituting a different approach. Without explicitly seeking to drive away users with high time values from city centres, these policies propose another form of arbitration.

What, precisely, are the reasons for the trips made by users driving in the city centre? Whether the trip is from (or towards) his home, from (or towards) his workplace or from (or towards) a shopping or recreational area, the user must be made aware of the fact that the amenities he is seeking in that area are incompatible with the speed of trips by car. At the risk of caricature, it is as though the
elected representatives of city centres were increasingly tempted by a social vision of time value of the type that prevails in “Disneyland”17 or the centre of areas that attract large numbers of tourists. The key signal sent to users of these spaces is that a relative degree of slowness is the price that has to be paid to use the collective good constituted by the theme park. The development of tramways, a relatively slow mode of transport compared with underground railways, is an example of this choice which can be seen today in a very large number of French and also European cities (Barcelona, Geneva, etc.). Abandoning the headlong rush towards higher speeds, what users are offered is a certain quality of urban life which is based on the assumption that trips will be relatively slow. Users (both households and firms) are therefore called upon to reorganise their programme of activity by modifying their route, by making trips at earlier or later times, by changing their place of residence or even by changing their workplace.

The interest in this new configuration, which has already been well-established for many years in cities such as Berne (Switzerland) or Freiburg and Karlsruhe (Germany), is that the decision to make such choices has not ended up stifling the life in city centres. On the contrary, property prices in central areas have risen and their attractiveness as both business and residential locations has remained unabated. The local elected representatives have therefore made a coherent economic choice, aimed at enhancing the value of the public assets they are in charge of managing. The value they have most enhanced is not time but the property assets located within the urban area and they have done this in terms of property values. Given a choice between time and space, they have opted for the latter and this priority takes precedence over the time values implicitly required by users.

2.5. Conclusion: Towards charging for trips at the generalised cost?

We must clearly repeat here that the decision at the local level to reduce car speeds and to place a low collective value on time is not an anti-economic decision, even though it might initially appear to be so. At any rate, it is not anti-economic provided that the area subject to such restrictions is not too large. Just as time values are low in the very centre of Disneyland but high in relation to the access roads which lead there18, so too the low speed of trips within the city centre are accepted all the more readily in that there are genuine possibilities for transit traffic or suburb to suburb traffic to avoid the centre. It is for this reason that those elected representatives who wish to impose severe constraints on car mobility in the city centre, militate at the same time for the construction of ringroads and motorway bypasses, even if they are extremely costly. There is no inconsistency in such an attitude in that their constraint on speeds and time values does not represent a universal position of principle. At most, it is a contingent choice related to management of property assets in a specific spatial location.

Even though, when presented in this way, this choice is perfectly rational, it is by no means certain that politicians have fully grasped all the implications of such a choice, in that, if we now place ourselves at the level of the conurbation and not the city centre, the model of the spatial segmentation of time values leads to neither a reduction in mobility nor to a stabilization of transport infrastructure needs. While many local transport policies claim to want to substitute investment in public transport for investment relating to private car use, the situation we find ourselves facing is one of complementarity, where we need to increase both components. However, in urban and outlying areas, investment in transport infrastructure comes at a very heavy price. The increased demand for mobility will therefore lead to a heavier cost burden on the community, which will have to be passed on, in one way or another, to users.

Seen in this perspective, charging from trips made in urban areas assumes an entirely new dimension. While the economic rationale for congestion charging is still based on the time savings afforded by a higher degree of road pricing (time versus money), we are gradually moving towards a
situation in which, in some cases, it is perfectly legitimate for the two components of the generalised cost of a trip to move in the same direction, namely, towards an increase in the total cost. While such a possibility seems unacceptable from a purely individual point of view, it makes sense if it is part of an overall urban plan, as shown by the examples of large urban areas (London, Oslo, Tronheim, etc.) which have experimented with urban tolls based on the principle of area charges rather than the concept of explicit congestion charging.

As in these conurbations, urban transport policies will, in future, work on several mechanisms at the same time: a differential, although trend, decrease in the average speed of cars in urban areas; highway building restricted to bypass roads; introduction of charges on trips made by car; development of public transport, including intermodal configurations which will help steer the residents of peripheral areas to a small number of major corridors. All of these measures will obviously come at a cost to public finances. Increasing the cost of mobility is therefore a necessity, given that investment is required, not to mention subsidies for public transport. However, this increase cannot, under any circumstances, be seen as a cornucopia that will allow local authorities to reduce other taxes, for example. By the same token, this will not make any fundamental changes to urban forms and the trend towards development on the periphery of towns and cities; in such cases, a supply of efficient public transport services will add to the severity of the problem. No radical changes should therefore be made to current trends, nor should car mobility be dealt a death blow; instead, a coherent set of signals needs to be sent to users. The collective urban project requires that both components of the generalised cost of trips by car -- namely, price and duration -- must be increased, at least at the local level. This can be achieved gradually and in some respects has already been initiated. Surprising as it might seem, the issue at stake consists no more or less than in applying a simple economic principle: increasing the cost in response to scarcity, that environmental considerations could make even more severe.
NOTES

1. We shall dismiss here the argument, advanced by Ivan Illich, to the effect that time attributable to speed would be completely absorbed by the additional work time needed to purchase that speed. The lower unit cost of travel in relation to the average wage is one aspect of economic growth that is not a zero-sum game.

2. A comparison with different European values is available in the Boiteux 2 report.

3. The breakdown of the average value for all trip reasons was as follows: professional trips 10%; journey-to-work trips 35%; trips for other reasons 55%.

4. Harvey proposed the following type of formula: discounting rate = a0*b/(b+t), where a0 is the discounting rate for the year in which the service first starts up, b a constant and t the time after entry into service. Heal introduced logarithmic discounting, which was then formulated by Overton and MacFadyen.


6. To give an order of magnitude, the maximum flow rate for an urban clearway is 1 800 vehicles per hour and per carriageway at 55 km/h (Hau, 1998).

7. For a detailed presentation of the argument advanced by J. Dupuit, see M. Allais (1989).

8. This is the case of the congestion charge recently introduced in central London (five pounds sterling), whose residents pay solely 10% of the charge.

9. In this respect, the toll introduced in Singapore is more of a deterrent than a model.


14. This type of reasoning illustrates the new awareness brought about by the famous curve in which Newman and Kenworthy demonstrate the existence of an inverse relationship between density and per capita energy consumption.

15. See Bieber, Massot and Orfeuil (1993), Kaufmann (2000) and also DRAST, Groupe de Batz (2002).


17. It is interesting to note that each Disneyland is designed like a town.

18. Eurodisney, in Marne-la-Vallée (Ile de France), has a direct link to the TGV and RER (high-speed regional railway in the Paris region) and Roissy Charles de Gaulle airport is not far away.
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1. INTRODUCTION

1.1. Freight VOT in the context of transport policy

The main application of the concept of value of time (VOT) is in impact assessments of transport policies, related to the valuation of reductions in door-to-door transport time. As is well-known from infrastructure Cost-Benefit Analysis (CBA) studies, short time savings can add up (over the years and over individual trips) to billions of benefits. In order to have a comprehensive account of the full value of time, i.e. not to miss any of the costs or benefits of time changes, we must be clear about the scope of our measurements: whose bookkeeping are we looking at: is it a social welfare value, a firm level value, a value for a supply chain? Clearly, the value of a time saving will be different for a carrier than for society as a whole. In this paper, we focus on the VOT within the context of the social cost-benefit analysis of transport projects and policies, i.e. we are looking for a social welfare measure for the valuation of transport time changes in the system. We limit ourselves to the area of freight transport, while taking into account not only transport services but the wider, transport demand-related background of freight logistics.

1.2. The relevance of transport time to the productivity of logistics systems

If one wants to understand the real value of transport time to the economy, we argue that it is of crucial importance to consider the wider context of logistics, production and trade activities, through which time acts as a resource. Freight transport demand is a derived demand, resulting from the spatial interaction between many complex industrial processes. The main linkage between transport processes and the wider economy is the activity of supply chain management, providing the organisation of movements of goods between firms. When discussing the importance of freight transport time, or changes therein, to the economy, we should therefore first ask ourselves: how important is time for logistics activities and, in conjunction with these, for various other activities of industry, such as trade, marketing and production?

Clearly, for the manufacturing and service industries, time is an important resource, firstly, as a cost driver in production and logistics processes: drivers’ wages can account for over 60 per cent of the primary transport costs. Secondly, and perhaps more importantly, it has become a critical element in the competition between firms for customers. As Davis (1987) puts it: “Customers use our time until their decision to buy, after that we are using their time. (...) The key is the shortening of the elapsed interval between the customer’s identified need and his, her or its fulfilment.” This pressure on performing well for the supply chain as a whole translates to the transport system. The other way round, it is clear that the value of transport time is directly related not so much to the transport sector itself but to the quality of service and products that can be delivered to customers.

As regards transport policy analysis, one must also consider that it is the effect of changes in transport time which should be studied -- in other words, do the industry and its customers reap the benefits of improved transport speed? Naturally, there are many influences which will determine
whether time gains really imply an increase in productivity. In contrast to the quotation in the
previous paragraph, there are also signs that tend towards a weak linkage between transport times and
productivity.

Many firms do not know in which market segments they make a profit and where they lose; only
firms in very specific markets feel that congestion threatens their market position. These tend to be
firms which have only few options to move their shipments outside congested periods, due to the
existence of time windows for deliveries (city distribution) or a long shipping distance towards
customers with competition based on time-to-market (e.g. flower business). Some of these companies
adapt the speeds in their route planners with -10 per cent yearly to account for general congestion
trends; this seems to imply an enormous rate of productivity loss. As this is only a small portion of
the industry, however, possible time gains through a successful policy will only apply to a limited part
of the business population. Also, depending on the transport distances, loading and unloading can take
up to 50 per cent of transport time, which makes a slight improvement in travel time relatively
unimportant.

Again, we conclude that in order to evaluate the importance of time gains it is necessary to look
deeper into the importance of these logistic activities to the wider economy.

1.3. Objectives and structure of the paper

The objectives of this paper are to provide:

1) a summary of the state of the art in transport research related to freight VOT;
2) a conceptual overview of sources of economic benefits through time gains;
3) proposals for research to improve our knowledge of freight VOT.

Chapter 2 summarizes the state of the art in research directed at valuation of logistic
improvements, provides an overview of actual estimates reported in the literature and discusses some
methodological limitations of VOT research. Chapter 3 discusses the relevance of recognising the
logistics perspective for Cost-Benefit Analysis and proposes ways to extend present research practice.
We close our paper in Chapter 4 with some brief concluding statements.

2. THE VALUE OF LOGISTICS IMPROVEMENTS: THE CURRENT PARADIGM

2.1. Methodological background

2.1.1. The basic approach

We take the method of Cost-Benefit Analysis (CBA) as the context in order to clarify how the
value of logistics improvements is measured at present. The motive for considering logistics
improvements in CBA is straightforward. Ultimately, CBA aims at showing whether an investment
will result in an improvement in welfare. The traditional criterion applied to assess this is the
so-called Hicks-Kaldor criterion, in terms of which an investment is justified if those persons who gain
from it can compensate those who lose from it. The approach used to determine whether or not the criterion is met is to assess what is referred to as the willingness to pay or, more formally, the compensating variation (CV).

The resources tied down in transport and storage are not ends in themselves; they are inputs into final consumption. Therefore, if an investment results in logistics improvements, resources are freed up which can be used elsewhere in the economy and to produce more goods and services desired by consumers. The ambition of CBA is to measure the willingness to pay for being able to obtain these additional goods and services, made possible by way of the improvement in infrastructure. The question is: how is willingness to pay to be measured?

The textbook approach is based on the assumption that the demand for the good subject to transport and storage can be explained by way of a demand function. This function indicates how demand is determined by a set of factors (variables), including the time required to transport the good from A to B and the quality of this transport. It is furthermore assumed that the quality dimension may be represented by measurable variables reflecting the uncertainty in transport time, the risk of accidents, and loss and damage en route and whilst loading and unloading. Given that (i) such a function exists, (ii) the actual levels of the explanatory variables before the investment is incurred may be determined and (iii) their levels after the investment has taken place may be determined as well, then this function can be used directly to determine the willingness to pay (the CV) for the investment. Such a demand function would, in other words, enable the analyst to directly determine the economic value of the logistics improvement. A number of assumptions have to be fulfilled for the approach to be valid, including perfect competition.

Textbook demand functions only exist in textbooks. In real life, much simpler demand functions have to be made use of. The basic idea of the approach used in practice is that the total logistics cost of a particular shipment can be decomposed into, in principle, three basic components:

- The cost of transport (e.g. the cost of using a goods vehicle);
- The cost of “freight” (reflecting that goods in transit cannot be consumed);
- Other costs, such as damage and uncertainty on account of transport times not being fixed (the quality factors).

It is further assumed that the last two of these components in turn can be expressed in a format which is referred to as a generalised cost. A generalised cost is based on the idea that the cost can be formulated as the sum of the product between a variable (assumed to influence demand) and a unit value, a price. Generally, the cost of transport is assumed to be a part of the generalised cost of the shipment, although it is not necessary to make such an assumption. When the transport cost is part of the generalised cost it is usually assumed that a transport improvement, resulting in reduced logistics costs and increased demand for shipments, will not affect the size of the shipment.

The approach used in practice is based on the following further assumptions:

- Unit values are constant with respect to the level of each variable entering into the generalised cost function (and explaining demand);
- Unit values reflect willingness to pay (measured in the form of a CV).

For the purposes of a CBA of a transport intervention, it is thus conventionally assumed that the valuation of logistics improvements may be decomposed into a transport element and a goods element, and that the costs associated with the goods, including the time required for their shipment and other quality factors, can be examined separately.
The goods component of the logistics cost comprises the following cost elements (as is also borne out by the available studies into the goods component, which will be reviewed below):

- The cost of goods in transit whilst being transported from the location of production to the location of its use (consumption);
- The cost of the uncertainty (or unreliability) of the duration of the time for transport, i.e. that it normally cannot be assumed that the transport time is fixed;
- The degradation, loss and damage of the goods in transit from production to consumption.

The unit values to be applied to calculate these costs may be referred to as:

- The (unit) value of freight time (typically applied on the expected time or the expected time saving);
- The (unit) value of (improved) reliability (rarely applied in practice and estimated in different ways; see below);
- The (unit) value of (reduced) damage (rarely, if ever, applied in practice; see below).

In the sequel to this section of the paper, we focus on the goods component -- being part of the total logistics cost -- and its associated unit values.

2.1.2. Methods for measuring unit prices

As will be discussed further below, there are two basic approaches for determining unit values. One, which is based on market prices, is the same as is used when determining, for example, vehicle operating cost (VOC) savings in a CBA.

The other approach is based on inferring values from choices made between available alternatives for undertaking a shipment, e.g. a choice between different routes or modes. Such alternatives may each be associated with different transport times and quality levels, i.e. levels of the explanatory variables. The econometric models used are typically logit models, which express the probability of the choice of an alternative in terms of the generalised cost of that alternative as well as of the other available alternative(s). To estimate the parameters of the econometric model, there is a need for a set of observations on (i) the actual choice made, and (ii) the level of the explanatory variables which enter into the generalised cost functions.

There are two methods for obtaining data sets of this nature, allowing for the deduction of unit values by way of econometric models: data on observed choices [revealed preference (RP) data], and data on hypothetical choices obtained through interviews [stated preference (SP) data]. In a few studies, a mixture of revealed and stated preference data have been used to estimate unit values.

Stated preference data are typically obtained through interviews involving games. The respondent is presented with sets of data on explanatory variables and is asked to identify the alternative which he/she prefers. The levels of the explanatory variables are related to a real situation, but the choices made in the interview are based on hypothetical levels. These hypothetical data may be obtained through identification of alternatives that the respondent could face in real life. Often, however, they cannot be related to a real-life situation and they are then said to involve abstract choices.

Most of the research on the cost of the goods component of transport has focused on determining unit values based on SP and RP data (see Tables 1 and 2), but unit values used in practice have partly been derived by using the market price approach and partly the approach based on SP data.
2.1.3. The unit price approach in practice

Two previous surveys [Aaltonen (1993) and Waters et al. (1995)] have concluded that the impact on goods is not being taken into account in the CBA methodology applied by the road (and where relevant, rail) authorities in different countries. As a whole, that still applies although Sweden is an exception since at least the early 1980s. Unit prices related to goods are thus made use of in the CBA methodology applied by the National Roads Authority (VV) and the National Rail Authority (BV). In addition, such unit prices feature in the SAMGODS model system, which is a model for forecasting goods transport by different modes in Sweden, including import, export and transit traffic.

Research into the cost of goods in transport has been carried out in a number of countries and recommendations have been made but, so far, no action has been taken by the authorities concerned. This applies in particular to Holland and the UK, countries in which large studies were carried out in the mid-1990s on behalf of the Ministry of Transport and the Department of Transport, respectively. However, the Department for Transport (as it is now called) is apparently currently reviewing the matter.

In the context of the European Union, it is noted that values of freight time have been proposed by EUNET (1998), a project funded by the European Commission under the Transport RTD Programme of the Fourth Framework Programme. The purpose of EUNET is to develop a methodology to evaluate socioeconomic effects of transport infrastructure investments. Deliverable D9 provides “freight user values of time” (i.e. unit values of freight time). The report notes that Sweden is the only country to make use of such values, and hence recommends that the values used by Sweden also be used by other EU countries, suitably modified to the cost level in these other countries. In a report from the Western European Road Directorates (2000), recommendations are made for use of the EUNET freight values of time.

Austroads, the association of road authorities in the states of Australia as well as New Zealand, publishes estimates of freight travel time values for a range of freight vehicle stereotypes [Austroads (2000)]. Austroads has commissioned further research and additional recommendations are expected to be forthcoming in the near future.

International financing institutions, such as the World Bank (IBRD), the European Bank for Reconstruction and Development (EBRD) and the European Investment Bank (EIB), which apply CBA when appraising road schemes, do not normally account for logistics improvements, except costs related to vehicles and their drivers. The Highway Development and Management Model (HDM-4), a comprehensive tool for analysing road schemes which is frequently used by these institutions and their clients, provides for the calculation of “cargo holding costs” by multiplying with an hourly value of freight time. The analyst has to provide the freight value of time per road transport vehicle. This function is rarely, if ever, employed by HDM users.

2.2. Empirical estimates based on the market price approach

2.2.1. The value of freight time

As will be elaborated upon below, SP studies yield values of time and reliability which are higher or much higher than values obtained through using the approach based on market prices. In Sweden, BV and VV at present make use of values of freight time which are based on the latter approach. This is often also referred to as the capital value approach, which expresses the unit price in a monetary unit per time unit saved (e.g. hours).
There are three assumptions with this approach:

- The rate of interest;
- The value of the goods being carried per tonne, including the number of tonnes being carried per vehicle unit;
- The number of hours per year.

It is to be emphasized that a value of freight time based on the capital value approach only reflects the savings made from goods being able to reach their destination quicker, thereby reducing the working capital invested in the goods. Another way of looking at this saving, and from the point of view of the entire time period of a CBA, is to recognize that goods being transported are, in effect, goods which are being stored. The discounted time savings in the CBA hence reflect the goods which will be released from this stock and made available to consumption.

It is to be emphasized that this interpretation of what is actually reflected in the value of a freight time saving, estimated in terms of the capital value approach, does not in any way depend on whether demand and/or supply is uneven in time, or production or transport only taking place during a given number of hours of the year (e.g. during 3 600 hours, as conventionally assumed). The value of freight, in terms of the capital value method, always reflects the condition that the time required for transport implies that goods are being stored on a vehicle. A time saving during a transport operation (repeated continuously during the period of the analysis) therefore gives rise to a saving in the stock required to bridge the location of where the good is produced and the location where it will be used.

It is sometimes argued that unit values determined on the basis of the capital value approach do not reflect the full willingness to pay for goods to arrive more quickly at their destination. The argument is related to the condition that demand for the goods in question is stochastic; this should not be confused with the condition that the transport time may be uncertain, a matter to be considered in the next chapter.

One can think of several explanations of why stochastic demand may give rise to a high willingness to pay for quick delivery. One example is when an accident occurs, requiring urgent transport of, for example, spare parts to enable a production process to continue, which otherwise would have to stop in the absence of stocks. Another example is the nature of modern production and logistics methods, which often makes it cheaper not to meet a demand immediately through an available stock, but by receiving an order and then producing the good that is demanded. Of course, once an order has been placed, the customer and the seller often want immediate delivery, and there may therefore be an additional willingness to pay for this.

It is recognized that, in both these cases, there is a possibility that the customers' willingness to pay would be higher than the value reflected through a straightforward application of the capital value approach. As concerns the first example, it may be argued that it could not be a very common feature in relation to total transport flows, but also that the additional value is limited. The reason for saying this is that the person responsible for the production process made the decision not to stock the required spare parts after all, instead relying on delivery in case of a breakdown. Apparently, this latter alternative was viewed as being less expensive.

As concerns the second example, it may be argued that if there is a high demand for immediate delivery, then the market will meet this demand. Indeed, many products may today be bought either through an order against later delivery or directly off the shelf, reflecting the fact that some consumers are prepared to pay a premium for immediate delivery. But this, of course, also means that those who
are prepared to wait are those who, for various reasons, can wait. It is difficult to find an explanation of why those who are prepared to wait would be willing to pay more for reduced time in transit, on account of an intervention in the transport system, than what is reflected through the capital value approach.

2.2.2. The value of improved reliability

The capital value approach can be taken further by also accounting for reliability and damage. A theoretical analysis of the issue of reliability has been presented by Minken (1997) and a simplified version is to be found in Bruzelius (1986). However, as far as is known, no extensive empirical analysis has so far been made based on this approach. It would require studies of the variation in the transport time, which is seen as the source of unreliability. The approaches used by Minken and Bruzelius both presume that the variability in transport time can be described in terms of a probability density function and that logistics planners build up stocks to ensure that stockout will not occur, or will occur rarely on account of the variability in transport time. The value of improved reliability is determined from the reduction in the buffer stock made possible by a reduction in the variability in transport time. The method may be used to obtain values of reliability through simulation. The attractiveness of the approach is that it allows for expressing improvements in reliability in terms of variables which may be measured in the context of a CBA of a transport intervention, e.g. by way of changes in the standard deviation in the transport time. A further property of the approach is that it can be used to provide estimates which may be seen as an upper limit on the value of improved reliability, in view of the fact that logistics planners have a choice between using a buffer stock and not using such a stock at all. When the latter alternative is chosen, it is cheaper to allow for a stockout.

In the Bruzelius study, a simple model is used in order to obtain an estimate of the value of reliability. It is based on the assumption that arrival times are normally distributed and that the relationship between speed and the variation in transport time is linear. It is shown that, when applying the rule that stocks should be adequate 99 per cent of the time, the value of improved reliability may be assumed to be somewhat higher than the value of freight time, i.e. the size of the reduced stock on account of improved reliability is somewhat higher than the stock reduction on account of reduced transport time. Bruzelius argued that his model would provide a reasonable estimate of the value of reliability in CBA of many normal road investments for the following reasons. The model would be likely to yield an overestimate because:

- the specific assumptions made with respect to the relationship between speed and the variation in transport time;
- stocks are not only maintained on account of the variability in transport time but also because of variability in demand;
- only part of the transported goods is subjected to stringent arrival times requiring the build-up of stocks.

The model might, on the other hand, result in an underestimate on account of:

- the actual cost of maintaining stocks (i.e. the cost of the warehouse and warehousing);
- the variation in arrival times might be better described by a skewed distribution (e.g. the log-normal, see below), which could result in the need to hold a larger stock at a given target level for a stockout, say stocks available at 99 per cent of the time.
The conclusion of Bruzelius (1986) was that it would be reasonable in CBA of normal road investment to account for reliability resulting in reduced variability in transport time by doubling the value of freight time (based on the capital value approach). Bruzelius also argued that the detailed measurement of the value of reliability should not be seen as important, in view of the fact that the cost of freight time normally plays an insignificant role in comparison with other components in a CBA.

2.2.3. The value of reduced damage

No attempts appear to have been made to determine the value of reduced damage using the capital value approach. This approach would require information about:

- the value of goods (data are available);
- the risk of damage (and loss) per km or per hour for different modes;
- the nature of the damage, i.e. the proportion of the goods that would not be accepted and would have to be disposed of on account of damage.

The value of damage determined in this way cannot be expected to be substantial, although this is a matter which needs to be investigated further. The INREGIA (1999) study suggests that 11 per mille of goods transported by road and 22 per mille of goods transported by rail are subjected to damage. These values refer to the entire transport operation from start to end, and presumably reflect the loading and unloading operations as well. They can therefore not (given the information available through the report) be converted into values per hour or km. In addition, it is unclear what is meant by damage in the INREGIA study, in that it cannot be determined what proportion of a shipment, which has been described as having being damaged, has actually been fully lost.

2.3. Empirical estimates based on stated- and revealed-preference analyses

The second approach to determining values for freight time, reliability and damage is by way of revealed- and stated-preference analysis. As evidenced by Tables 1 and 2, there is a large number of analyses of this nature.

2.3.1. Values of freight time

Table 1 presents the values of freight time obtained through SP and RP studies. Note that the included values reflect different currencies, years and units. The last column also indicates if the estimates have been obtained from data on decisions made by road transport companies (operators) or models which have not been formulated in terms of linear generalised costs (non-linear). To provide a reference point: the current values of freight in Sweden, derived from the capital value approach, are on average SEK 35 for a road transport vehicle and SEK 23 for a rail wagon. Whilst being overestimated (in terms of the capital value approach)\(^6\), they appear to be low in comparison with the values obtained through the SP and RP approaches.
Table 1. **Results of SP and RP studies: Values of freight time**

<table>
<thead>
<tr>
<th>Study</th>
<th>Year of data</th>
<th>Mode/Country</th>
<th>Value</th>
<th>Unit value per:</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transek (1990)</td>
<td>1989-90</td>
<td>Rail/S</td>
<td>SEK 6</td>
<td>hour &amp; wagon</td>
<td>Non-linear</td>
</tr>
<tr>
<td>Transek (1990)</td>
<td>1989-90</td>
<td>Road/S</td>
<td>SEK 20</td>
<td>hour &amp; shipment</td>
<td>Non-linear</td>
</tr>
<tr>
<td>Transek (1992)</td>
<td>1991</td>
<td>Road/S</td>
<td>SEK 30</td>
<td>hour &amp; shipment</td>
<td>Non-linear</td>
</tr>
<tr>
<td>Kurri <em>et al.</em> (2000)</td>
<td>1997</td>
<td>Road/SF</td>
<td>$ 1.53</td>
<td>hour &amp; ton</td>
<td></td>
</tr>
<tr>
<td>Kurri <em>et al.</em> (2000)</td>
<td>1998</td>
<td>Rail/SF</td>
<td>$ 0.1</td>
<td>hour &amp; ton</td>
<td></td>
</tr>
<tr>
<td>Fridstrøm <em>et al.</em> (1995)</td>
<td>1992</td>
<td>Road/N</td>
<td>NOK 0-70</td>
<td>hour &amp; shipment</td>
<td>Non-linear</td>
</tr>
<tr>
<td>Hodkins <em>et al.</em> (1978)</td>
<td>1970s(?)</td>
<td>Road/Sea/AUS</td>
<td>AUS$ 10</td>
<td>day &amp; ton</td>
<td>RP</td>
</tr>
<tr>
<td>Wigan <em>et al.</em> (2000)</td>
<td>1998</td>
<td>Road/AUS</td>
<td>AU$50.66-0.40</td>
<td>hour &amp; pallet</td>
<td>Operators</td>
</tr>
<tr>
<td>De Jong <em>et al.</em> (2001)</td>
<td>2000</td>
<td>Road/F</td>
<td>FF 29-60</td>
<td>hour &amp; shipment</td>
<td>SP+RP</td>
</tr>
<tr>
<td></td>
<td>&quot;</td>
<td>Rail/F</td>
<td>FF 17-73</td>
<td></td>
<td>&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;</td>
<td>Combined/F</td>
<td>FF 34-53</td>
<td></td>
<td>&quot;</td>
</tr>
<tr>
<td>Fosgerau (1996)</td>
<td>1988-89</td>
<td>Road/DK</td>
<td>DKK 2.7-6.0</td>
<td>min. &amp; shipment</td>
<td>Operators</td>
</tr>
<tr>
<td>Winston (1981)</td>
<td>1975-77</td>
<td>Road/US</td>
<td>$125-1187</td>
<td>day &amp; shipment</td>
<td>RP</td>
</tr>
<tr>
<td>Winston (1981)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>&quot;</td>
<td>Rail/NL/ &quot;</td>
<td>$ 32</td>
<td>hour &amp; wagon</td>
<td>&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;</td>
<td>IWT/NL/ &quot;</td>
<td>$ 222</td>
<td>hour &amp; shipment</td>
<td>&quot;</td>
</tr>
<tr>
<td>Fowkes <em>et al.</em> (2001)</td>
<td>2000-01</td>
<td>Road/UK</td>
<td>£ 37.2-169.3</td>
<td>hour &amp; shipment</td>
<td>Partly operators</td>
</tr>
<tr>
<td>De Jong <em>et al.</em> (2000)</td>
<td>1994-95</td>
<td>Road/UK/ (99 prices)</td>
<td>$ 21-48</td>
<td>hour &amp; shipment</td>
<td>Partly operators</td>
</tr>
<tr>
<td>Fowkes <em>et al.</em> (1991)</td>
<td>1988-89</td>
<td>Road/UK / 99 prices</td>
<td>$ 0.09-1.29</td>
<td>hour &amp; ton</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1995</td>
<td>Road/NL/99</td>
<td>$ 40-43</td>
<td>hour &amp; shipment</td>
<td>Non-linear</td>
</tr>
<tr>
<td></td>
<td>1995</td>
<td>Road/F/99</td>
<td>$ 34</td>
<td>hour &amp; shipment</td>
<td>Non-linear</td>
</tr>
<tr>
<td>Bergkvist <em>et al.</em> (2000)</td>
<td>1991</td>
<td>Road/S</td>
<td>SEK 14</td>
<td>hour &amp; shipment</td>
<td></td>
</tr>
<tr>
<td>Bergkvist (2001)</td>
<td>1991</td>
<td>Road/S</td>
<td>SEK 34.509</td>
<td>hour &amp; shipment</td>
<td></td>
</tr>
<tr>
<td>INREGIA (2001)</td>
<td>1999</td>
<td>Road/S</td>
<td>SEK 0-227</td>
<td>hour &amp; shipment</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1999</td>
<td>Rail/S</td>
<td>SEK 0</td>
<td>hour &amp; shipment</td>
<td></td>
</tr>
</tbody>
</table>

IWT = Inland waterways transport.
2.3.2. **Values of improved reliability**

The most common approach to estimating the value of reliability in SP studies is by way of the variable percentage (or per mille) delay. During an SP interview, the first stage involves identifying the number of delayed consignments for a typical transport operation of the respondent’s firm. In the second stage, the respondent is then asked to choose between alternatives which involve other values on the delay variable (as well as other influencing variables). In some studies, a distinction is made between goods which are considered delayed if they arrive late during the agreed arrival date, and goods which are considered delayed only if they arrive the day after the agreed arrival date. The theoretical basis for using this specification is unclear.

The recent study by Fowkes et al. (2001) suggests an alternative way of measuring reliability, and by way of what is called the spread. The spread is the time between the earliest arrival time of a given shipment and the time when 98 per cent of all shipments have arrived. The spread variable is thus based on the notion of a probability distribution of arrival times, but tries to describe it in a very simple way. However, its usefulness is limited. It will normally not be possible to determine how the spread time is changed through a proposed investment to be appraised with CBA.

In some US studies, attempts have been made to take into account variability through the standard error of the estimated travel time or the coefficient of variation, i.e. the ratio between the standard deviation and the mean travel time. The study carried out by Small et al. (1999) assumes that the travel time follows the log-normal distribution, and then attempts to estimate values of reliability reflecting this distribution, using three different approaches: (i) the standard deviation; (ii) coefficient of variation and (iii) a function reflecting that arriving early is associated with a cost per time unit, whilst arriving late gives rise to both a fixed penalty and a penalty per time unit delayed. The number of observations used in this SP study was, however, limited and the respondents apparently also expressed difficulties in understanding the questions posed, including the variables reflecting early and late arrivals, which were formulated so as to reflect the assumption of a log-normal distribution. The usefulness of the results of this study is also limited by the condition that the interviews were carried out with transport operators.

The appropriateness of all the above approaches to measuring reliability may also be questioned, as they are based on the assumption that delay or reliability is not related to the length of the trip or its duration in time. It would seem more reasonable to assume that reliability is a function of the time duration. If, in addition, this relationship could be assumed to be linear, a value on reliability could readily be incorporated into the standard CBA framework. Indeed, if reliability is a function of transport time, one possible explanation for the high values of freight time obtained through SP and RP studies could be that they also reflect the value of reliability.

Some of the results obtained from SP and RP studies are presented in Table 2.
Table 2. Results of SP studies: Values of reliability

<table>
<thead>
<tr>
<th>Study</th>
<th>Year of data</th>
<th>Mode/Country</th>
<th>Value</th>
<th>Unit value per:</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transek (1990)</td>
<td>1989-90</td>
<td>Rail/S</td>
<td>SEK 60 same day</td>
<td>1% unit &amp; shipm</td>
<td>Non-linear</td>
</tr>
<tr>
<td>Transek (1990)</td>
<td>1989-90</td>
<td>Rail/S</td>
<td>SEK 40 next day</td>
<td>1% unit &amp; shipm</td>
<td>Non-linear</td>
</tr>
<tr>
<td>Transek (1990)</td>
<td>1989-90</td>
<td>Road/S</td>
<td>SEK 150 same day</td>
<td>1% unit &amp; shipm</td>
<td>Non-linear</td>
</tr>
<tr>
<td>Transek (1990)</td>
<td>1989-90</td>
<td>Road/S</td>
<td>SEK 30 next day</td>
<td>1% unit &amp; shipm</td>
<td>Non-linear</td>
</tr>
<tr>
<td>Transek (1992)</td>
<td>1991</td>
<td>Road/S</td>
<td>SEK 280 same day</td>
<td>1% unit &amp; shipm</td>
<td>Non-linear</td>
</tr>
<tr>
<td>Transek (1992)</td>
<td>1991</td>
<td>Road/S</td>
<td>SEK 110 next day</td>
<td>1% unit &amp; shipm</td>
<td>Non-linear</td>
</tr>
<tr>
<td>Kurri et al. (2000)</td>
<td>1997</td>
<td>Road/SF</td>
<td>$ 47.47 hour &amp; ton</td>
<td>Expected delay</td>
<td></td>
</tr>
<tr>
<td>Kurri et al. (2000)</td>
<td>1998</td>
<td>Rail/SF</td>
<td>$ 0.50 hour &amp; ton</td>
<td>Expected delay</td>
<td></td>
</tr>
<tr>
<td>Wigan et al. (2000)</td>
<td>1998?</td>
<td>Road/AUS</td>
<td>AUS$1.25-2.56</td>
<td>1% unit &amp; pallet</td>
<td></td>
</tr>
<tr>
<td>De Jong et al. (2001)</td>
<td>2000</td>
<td>Road/F</td>
<td>Not reported</td>
<td>1% unit &amp; shipm</td>
<td>SP+RP</td>
</tr>
<tr>
<td>De Jong et al. (2001)</td>
<td>2000</td>
<td>Rail/F</td>
<td>Not reported</td>
<td>1% unit &amp; shipm</td>
<td></td>
</tr>
<tr>
<td>Winston (1981)</td>
<td>1975-77</td>
<td>Road/US</td>
<td>$ 404 day</td>
<td>RP</td>
<td></td>
</tr>
<tr>
<td>De Jong et al. (1992)</td>
<td>1991-92</td>
<td>Road/NL/</td>
<td>Not reported</td>
<td>1% unit &amp; shipm</td>
<td>Non-linear</td>
</tr>
<tr>
<td>De Jong et al. (1995)</td>
<td>1995</td>
<td>Road/D</td>
<td>Not reported</td>
<td>1% unit &amp; shipm</td>
<td>Non-linear</td>
</tr>
<tr>
<td>De Jong et al. (1995)</td>
<td>1995</td>
<td>Road/F</td>
<td>Not reported</td>
<td>1% unit &amp; shipm</td>
<td>Non-linear</td>
</tr>
<tr>
<td>Bergkvist et al. (2000)</td>
<td>1991</td>
<td>Road/S</td>
<td>SEK 165 same day</td>
<td>1% unit &amp; shipm</td>
<td></td>
</tr>
<tr>
<td>Bergkvist et al. (2000)</td>
<td>1991</td>
<td>Road/S</td>
<td>SEK 84 next day</td>
<td>1% unit &amp; shipm</td>
<td></td>
</tr>
<tr>
<td>INREGIA (2001)</td>
<td>1999</td>
<td>Road/S</td>
<td>SEK 63</td>
<td>From linear model</td>
<td></td>
</tr>
</tbody>
</table>

2.3.3. Values of reduced damage

A limited number of the studies include variables related to damage and loss, e.g. Transek (1992), De Jong et al. (1992) (the Dutch VOT study), De Jong et al. (1995) (studies of road transport in Holland, France and Germany), Fridstrøm and Madslien (1995), Wigan (2000) and Bergkvist and Westin (2000). With the exception of the study by Wigan (2000), in which damage is defined in terms of pallets not being accepted by the receiver, it is not fully clear what is meant by damage, i.e. whether the whole shipment is lost or only part of it.

Estimates vary significantly. The Transek (1992) study resulted in an estimate of SEK 270 for one per mille unit reduction in the frequency of damage. Bergkvist and Westin (2000), using the same data but a linear specification and another estimator, obtained a value of damage of SEK 20 for a per mille unit reduction in frequency of damage to a shipment.
As in the case of reliability, the SP and RP values for damage are of limited usefulness from the point of view of CBA, as they are not expressed in relation to the distance or the time duration of shipments.

2.4. Methodological issues in existing practice

Traditional empirical studies concerning the goods dimension of logistics costs focus on three aspects: the time duration of transport, reliability and damage and loss. Two approaches may be used to estimate the values associated with these three variables, namely, market prices and using values derived from models of choice between transport alternatives, in which the three variables are explanatory factors.

The two approaches give very different results. The approach based on market prices (also referred to as the capital value approach) results in low prices. Even taking reliability into account is not likely to change that assessment. It appears that the value of reliability using the market price approach would yield values per time unit saved, which are of the same order as the “pure” value of freight time based on the market price approach. No estimates have been prepared for damage and loss using this approach, on account of lack of data on the probability of damage and loss per km or time unit. This is a void which should not be all that difficult to fill.

The SP approach to the estimation of values of relevance to freight, in particular, has attracted much interest during the last decade, and there is an abundance of results. They indicate substantial variability and appear to be very sensitive to the specification of the model used and the method of estimation. The value of these estimates must be viewed as not without problems for the following reasons:

- SP and RP models make use of variables which are not always practical from the point of view of performing cost-benefit analyses of transport schemes. For example, reliability is in these models often measured in terms of the portion of shipments which arrive late. When appraising transport interventions by way of CBA, it would normally not be feasible to measure their impact on the portion of shipments arriving late.

- The SP and RP approaches are based on methods which raise a number of issues concerning what is being measured, and therefore whether estimated values are valid from an economic point of view. There is a need to address such issues through research before the estimates of these models are accepted for use in officially sanctioned CBA methodology.

The following issues may thus be identified for the SP and RP approaches:

- **Heterogeneity.** SP and RP discrete choice models involve choice between alternatives for how to transport shipments. These shipments are, of course, very diverse in nature (value, size, weight, distance), whilst the models normally used to explain choice presume a value which is independent of these characteristics. Attempts are often made to lessen the effect of this restriction by estimating separate values for different types of goods, etc. Even under these circumstances, a fixed value of time must be viewed as a very strong assumption. There are examples of studies in which distributions have been introduced for the values of time (e.g. Wynter, 1995 and Kawasaki, 2000), but these are exceptions (and the studies mentioned also suffer from other shortcomings). In other studies, homogeneous commodity groups called “logistics families” are used (Tavasszy, 1998), where variations in the willingness to pay within categories are assumed to be minimized.
Non-linearity. The CBA methodology is based, as mentioned, on the concept of linear generalised costs. However, a number of studies have estimated values from non-linear functions, including the two Swedish studies from the early 1990s (Transek, 1990 and 1992). The validity of estimates obtained from non-linear functions is unclear. The type of function used matters. The data from the 1992 Transek study have subsequently been used by Bergkvist and Westin (2000), who estimated values of freight time by applying a linear function as well as using a different estimator. The value of freight time obtained by Bergkvist and Westin (SEK 14 per shipment and hour) was less than half that obtained through the original approach (SEK 30).

Restrictive behavioural assumptions in models (IIA). The most popular model used to estimate values from SP data is the logit model. The logit model is based on the assumption that the error term of the generalised cost function is independently distributed (with an extreme value distribution). However, SP data are obtained through repeated interviews, which means that the independence assumption is not fulfilled. This results in biased estimates (overestimates) of the t-values and in the significance of parameter estimates being overstated, see Cirillo et al. (1996).

Object of measurement (i). This point has strong relations with the issue of completeness of the analysis, raised earlier. Positions held by the person interviewed to obtain SP data vary from study to study. In general, a person in a managerial position, having the authority to make decisions, is interviewed. This person normally represents the shipper (consignor), less often the operator and even less often the receiver (the consignee). The importance of who is actually interviewed is analysed from a theoretical point of view by Winston (1981). An aspect to consider is, of course, the terms of the contract for the purchase of the goods, in particular how these are being paid for. If paid CIF, the shipper is probably the key person to interview, but if the goods are sold FOB, the receiver is likely to be more important. This issue will, of course, not matter when the shipper and receiver come from the same firm (i.e. transport is internal). It would not seem appropriate to use data on choice made by transport operators (i.e. firms which undertake transport for hire and reward) as they will most likely be more concerned with the cost of their own operations than the cost of the goods they carry (although contractual arrangements may impact on this). It is noted that, with the exception of the study by Winston, the issue as to whether the shipper or the receiver should be interviewed is not addressed. It is also noted that estimates of values of time obtained from managers of hauliers tend to be higher than those obtained from respondents representing shippers. See, for example, the study by Fowkes et al. (2001) and the study reported on by de Jong (2000), which contains data from the UK value-of-time study in the mid-1990s. The values of freight time for operators in these studies are much higher than the values obtained from shippers7. Note that behavioural studies can also give different results depending on the type of shipper who is being observed: own-account shippers will take into consideration the potential multiplier effects of time savings on their logistics, whereas shippers who use third-party services will do this only to a limited extent.

Object of measurement (ii). This last point brings up a related issue, viz. to what extent the choices made by SP respondents are clouded by other concerns which do not enter into the alternatives -- in the form of variables -- that they can choose between in the SP games, or by variables being incorrectly specified. Similarly, it may be queried to what extent the respondents in the interviews can consider the longer-term consequences of the alternatives.
It should be emphasized that, from the point of view of a CBA, it is not short-term effects that are of interest but the longer-term impacts, reflecting a situation where the economy has found a new equilibrium after a change.

**Experiment design.** More fundamental as concerns the quality of the data is the question of to what extent a respondent is, in fact, able to rank alternatives in terms of a utility function (fulfilling the assumptions typically made, such as completeness, transitivity and reflexivity). During interviews, the respondents normally have limited time before they have to make a choice, and he/she never incurs any rewards or penalties for making a decision. The INREGIA (2001) study suggests that respondents often make a decision on the basis of the level of one variable only instead of weighing together all the variables of each alternative before making the choice. Is it possible that the data obtained through SP interviews are better explained in terms of a lexicographic ordering than the ordering assumed by the economist? The question has not been analysed. It should also be emphasized that the cost of transport is small in relation to the value of the goods (some 2 to 3 per cent in most instances), which may have an additional effect on choice, not only in SP interviews but in real life. To this should be added the fact that the abstract alternatives in SP interviews are often structured in such a way that the respondents can choose between alternatives which imply better quality at a higher cost. Everybody wants better quality, and the decisionmaker who serves as the SP respondent is probably often rewarded for improving quality. If the cost to be paid for improved quality in the game is no real cost, then will the data not tend to overstate the willingness to pay for better quality? The available evidence suggests that the way in which the alternatives are structured have an impact on the answers obtained. In the 1994-95 value of freight study in the UK (reported on in de Jong, 2000), transport operators (for-hire and own-account operators) were subjected to two sets of games, one involving abstract alternatives and one involving a toll road and a toll-free alternative. The latter experiment yielded values in the range of GBP 21-34, whilst the former resulted in values in the range GBP 36-48. It is understood that the same persons were interviewed in the two games.

Many of the above issues relate to SP studies alone. But also the few available RP studies are characterised by data problems. RP data have thus often been obtained ex post through reconstruction by the researcher and may therefore not represent the actual prices, times and quality factors faced by the decisionmaker when he made his decision.

In this chapter, we reviewed the present state of the art and provided some comments as to opportunities for an incremental improvement of research practices, to further increase the validity and accuracy of VOT estimates. Notwithstanding the ever-existing methodological questions, the VOT concept is of invaluable importance to CBA practice. The VOT concept, as discussed until now, relates to the costs and benefits that accrue to the first users and the producers of transport services. As such, it provides a building block for CBA of transport policy in the sense of the direct effects of changes in transport service quality. In the next chapter, we will look at how the range of costs and benefits that is considered with the VOT can be extended, to consider also indirect effects of transport policies.
3. WIDENING THE SCOPE OF VOT MEASUREMENTS

3.1. A full account of reorganisation responses?

Does present practice provide a sufficient account of the willingness to pay for changes in transport time? As VOT is usually used in CBA to denote the direct effects of transport time changes (i.e. effects on the transport service provider and the first user), present practice shows two restrictions:

1. Measurements usually do not go beyond changes in the choice of mode. But spatial reorganisation effects do exist and can provide substantial multipliers over the primarily assumed impacts, based on observable market prices. In particular, the impacts of changes in transport time reliability are usually found further downstream in the chain, where inventories need to be minimized or market areas are at stake (Mohring & Williamson, 1969).

2. Additional effects on the wider economy, or further transport-using sectors, are usually neglected. Although the transport sector can hardly overlook consequences for the complete chain of sectors which indirectly depend on the quality of their services, it can be expected that additional savings can be made here as well, which now remain unrecorded.

Both the capital value and the RP/SP approaches are partial approaches as they are practised now, i.e. they take into account a limited number of changes in the transport market. In the case of the capital value method it is always clear which consequences are studied; in the case of the behavioural approaches the boundaries are less clear. For example, shippers may or may not consider possible future claims by their clients for late delivery in their choice of mode. They may or may not consider in their decisions the possibility to alter the spatial and functional structure of their supply chains (e.g. the number and location of warehouses). They may or may not include the savings in drivers’ wages in their choice of mode. The fact that such boundaries are not always clear introduces a risk for CBA in terms of incompleteness or double-counting of effects.

A key aspect of improving the practice of VOT studies is to take into account the full range of organisation responses within the system, first of all by clarifying what is meant by “the system”. A uniform conceptual framework is needed for a comprehensive treatment of logistics benefits of changes in transport time. This should clarify what needs to be measured and for which purpose. For the daily practice of project assessment using CBA, this extended framework would relax two restrictive (though practical) assumptions, relating to backward and forward linkages, respectively:

– In many classical transport models, traffic is assumed to be inelastic. Clearly, reorganisation can have a substantial effect on the consumption of various production factors or inputs to the industry (among which is transport demand);
– In transport CBA, we normally assume that changes in transport time do not cause additional benefits in the wider economy due to reorganisation effects. Reorganisation also influences the prices of products and hence can create benefits that are different from price changes which propagate via the transport sector to transport-using sectors.

Recent studies and debates on the question of whether we are making a serious underestimate of benefits with our present way of working (see, e.g., SACTRA, 2001 or IASON, 2002) could now be looked at empirically and from a systems perspective.

3.2. The conceptual framework from a logistics perspective

There are many examples of basic conceptual frameworks which describe the transport system and its processes (see for example, OECD, 1992, for freight]. Our framework would distinguish the following markets: infrastructure, transport services, logistics services, trade and the local production/consumption markets. The markets are closely interconnected, as they provide each other with supply (service levels and prices) and demand (for a certain volume and nature of services or goods). Based on this scheme, we can see three types of responses which will occur as a result of changes in transport times: transport, inventory and production reorganisation. Changes in transport times and prices that occur in one market can propagate through others (e.g. quicker transport which implies more slack in the supply chain and lower delivery times) or can be absorbed (quicker transport which does not increase the slack in the supply chain because of a longer waiting time).

<table>
<thead>
<tr>
<th>RE-ORGANISATION DECISIONS</th>
<th>COST/SERVICE DRIVERS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TRANSPORT</strong></td>
<td></td>
</tr>
<tr>
<td>• change in driver time assignment</td>
<td>• vehicle operating/handling costs</td>
</tr>
<tr>
<td>• change in routes</td>
<td>• costs of inventory in transit</td>
</tr>
<tr>
<td>• change in type/number of vehicles</td>
<td>• transport costs of (un)reliability</td>
</tr>
<tr>
<td>• change in starting / arrival times</td>
<td>• damage and loss during transport</td>
</tr>
<tr>
<td></td>
<td>• improved service to shipper</td>
</tr>
<tr>
<td><strong>INVENTORY</strong></td>
<td></td>
</tr>
<tr>
<td>• change of static inventory volumes</td>
<td>• warehouse/handling costs</td>
</tr>
<tr>
<td>• change of # intermediate inventories</td>
<td>• interest costs of stocks</td>
</tr>
<tr>
<td>• change of inventory locations</td>
<td>• higher responsiveness</td>
</tr>
<tr>
<td>• change in replenishment strategy</td>
<td>• improved order accuracy</td>
</tr>
<tr>
<td><strong>PRODUCTION</strong></td>
<td></td>
</tr>
<tr>
<td>• change in production technology/ops</td>
<td>• lower production costs</td>
</tr>
<tr>
<td>• change of production location</td>
<td>• closer to consumer market</td>
</tr>
<tr>
<td>• change of number of production sites</td>
<td>• improved information</td>
</tr>
<tr>
<td>• change in product ranges</td>
<td>• increased customization</td>
</tr>
</tbody>
</table>

Table 3. Classification of reorganisation responses on changes in transport times

Using this scheme, we can associate costs or benefits with changes in transport time at various levels in the system. We can measure the value of time by an orderly bookkeeping of all these costs and benefits, in such a way that we do not double-count or miss anything. In order not to double-count, we must realise that these markets and responses cannot be seen as fully independent, as some reorganisation benefits will in part be handed over between the different agents in the system (the propagation effect) or only occur as an effect of various simultaneous changes in the system.
Within this system we aim to take into account the full range of reorganisation responses, recognising, firstly, that the “goods value” of time is in essence a “chain value” of time and, secondly, that the focus is not only on impacts on product price but also on logistics service quality and product quality.

From the perspective of application of VOT figures in CBA, we see the following basic possibilities:

– To use the market price approach to have a well-observable estimate of the part of the time-related impacts -- here the challenge is to include as wide a range of responses as possible. As sketched before, this approach has until now covered both vehicle operating costs and some elements of the “goods” component of effects of time changes.

– To use a behavioural approach with transport models or a combination of transport, logistics and regional economic models. This can be based either on SP or RP data, but is in essence a behavioural approach (see Tavasszy and Ruijgrok, 2003). Here, the challenge is to avoid double-counting in the estimates by closely aligning models and/or experiments.

– To use both a market price and a behavioural approach, aiming at complementary (and thus additive and independent), partial VOT estimates. For example, effects of time changes on vehicle operating costs can be estimated quite accurately with the market price approach. Surveys with shippers who use third-party transport service providers can give an idea of the additional “goods”-related effects, if transport prices are assumed not to change, while door-to-door transport times are.

3.3. Research challenges

It is clear where the framework would lead us, in terms of an extension of evaluation practices and implications for research:

1. Empirical research into the magnitude and direction of inventory and production reorganisation responses related to changes in transport time, across various sectors and countries;

2. Operational models that are able to forecast system-wide effects across a range of sectors, down to the individual consumer, allowing an unambiguous assessment of welfare effects;

3. Adapted VOT estimates which, on the basis of a widely supported approach, map the economic importance of transport time (and other time-related transport performance characteristics) for use in CBA;

4. Clear rules for CBA practice, given the instruments and data available at present, in order to make sure that no benefits of significant importance remain unaccounted for and that no double-counting is done.

We treat these directions for research in more detail below.
3.3.1. **Empirical research into logistics reorganisation responses**

The first knowledge gap we need to fill to improve our understanding of reorganisation benefits concerns the potential magnitude and direction of these responses under varying conditions for freight transport time and reliability. Not only will this provide us with new ideas for describing the behaviour of the system, but also we will learn about the potential for producing more accurate and comprehensive project assessments. The FHWA’s Freight Benefit/Cost White Paper (Federal Highway Administration, 2001) provides a thorough account of the microeconomic mechanisms of reorganisation responses, the available literature on this topic and the possible consequences for CBA. One of its key recommendations is to estimate direct and indirect logistic cost savings from travel time savings and improved reliability of transport, using survey methods for a sample of firms. This recommendation not only implies a great effort for data collection about companies’ logistics decisions but also, in order to provide a behaviourally valid description of the system, the design and implementation of mathematical models at the disaggregate or aggregate level. These models can be set up based on the modelling approach and techniques presented in Daganzo (1999).

3.3.2. **Building a new generation of operational models**

This research would be aimed at the development of new tools to improve our understanding of the relationship between changes in logistics structures and interregional economic equilibria. Already before, but especially since the research of Venables and Gasiorek (1996), Spatial Computable General Equilibrium (SCGE) modelling has arrived as a means to predict welfare effects of transport investment and policies (see, e.g., Bröcker, 1999 and IASON, 2002). Despite the research problems which remain to be solved (see Lakshamanan et al., 2002 and Thissen et al., 2002), there is a continued move towards integrating transport models and CGE approaches into more comprehensive tools for assessment. Beside SCGE modelling, other, perhaps less complex but equally powerful approaches are being used for assessment, which include dynamics, thus allowing for the accounting of benefits in a full CBA (see the System Dynamics approach in ASTRA, 1999, or the regional production function approach in the SASI model, IASON, 2002b). In order to sharpen our insights into future logistic structures and their relationship with economic development, we propose to include the total logistics costs into the SCGE framework, thus giving a better interpretation of what is now -- in SCGE terms -- referred to as “transport costs”. The operational modelling of logistic structures can be done according to the lines of the SMILE and SLAM models, which provide a picture of how logistic structures are affected by regional and product characteristics (see Tavasszy et al., 1998).

3.3.3. **Adapted VOT estimates**

It is likely that the values of time which are recorded using a comprehensive system framework will be different to the values which are used at present, starting from a partial framework. This will depend on the existence and nature of market imperfections in the chain of markets downstream from the transport system. Also, we can expect that there will be tradeoffs between the value of time and the value of reliability (see, for example, Muilerman, 2002). Firms may choose logistic structures that are relatively insensitive to either unreliability or a long transport time -- depending on the spectrum of transport services available to them and the demands of their clients. The new VOT estimates will be a product from a systematic data collection process and the development and application of new, integrative transport/economy models. Beside the directions provided earlier in this paper in subsection 2.2.2, other relevant work advocating more empirical research in this area can be found in McCann (1989) and FHWA (2001).
3.3.4. Rules for CBA

The results of the above research activities will need to be interpreted in terms of their value to the CBA process. In particular with a view to the estimation of indirect effects, care will need to be taken that sources of benefits are administered correctly, avoiding double-counting of benefits. For example, the question of whether logistics cost savings can be transferred to SCGE models to calculate household level (i.e. final) benefits, will depend on the scope of the reorganisation effects considered. As SCGE models typically consider effects on trade and production (quality and quantity), there is a risk of double-counting if the scope of VOT measurements is not restricted to transport and inventory reorganisation. Rules for CBA typically become important in an international setting, when different methods are used in conjunction, considering direct and indirect effects, with various operating standards and procedures (see, e.g., IASON, 2002a, for recent research on this topic).

The research directions described above still leave the door open to choose an approach based on market prices or on mathematical models (irrespective of whether the data concern RP or SP). Clearly, the behavioural approach has the advantage that it can extend the scope of freight VOT beyond directly measurable market prices and provide simple proxies for a comprehensive valuation of effects of time changes. However, its disadvantage is that the empirical validity of any model is under constant dispute -- error sources exist in the statistical formulation, the experimental design and the actual estimation process, to name a few. The best road to follow will therefore depend on the policy environment within which the VOT is applied.

4. CONCLUSIONS: STATE OF THE ART AND RESEARCH CHALLENGES

This paper has given a birds eye’s view of the topic of freight value-of-time. We have focussed on providing a detailed summary of existing research results. However, with the aim of providing input to the research agenda of the future for freight VOT, we have also commented on some methodological problems and discussed opportunities to extend the scope of VOT measurements.

We provide an overview of research results in the area of VOT, value of reliability and value of damage and loss. We discuss some methodological issues in present research practice, especially concerning the behavioural models based on SP data, which require explicit attention if one wants to uphold the validity and accuracy of VOT estimates. The alternative, VOT based on market prices, although more transparent is at present more limited in scope due to practical difficulties with observing representative, real-world prices. For both approaches it is of critical importance to define the context (the actors and the costs considered) within which VOT estimates take place. Notwithstanding the ever-present methodological questions, the VOT concept is of invaluable importance to CBA practice. The VOT concept, as discussed until now, relates to the costs and benefits that accrue to the first users and the producers of transport services. As such it provides a building block for CBA of transport policy, in the sense of the direct effects of changes in transport service quality. The indirect effects of time gains or losses seem hardly to have been treated in the literature.
A promising direction for future research, therefore, lies in extending our framework of thinking towards the full range of logistics reorganisation effects which one can expect from changes in the transport system. We can distinguish transport, inventory and production-related reorganisation effects. In principle, both the behavioural and the market price approach lend themselves to this extension. New research can be directed into four areas: 1) data collection to fill the knowledge gap about firm-level responses to changes in transport time and its variability; 2) development of integrative, operational models which build on this empirical research; 3) refined VOT estimates; and 4) refined rules for the use of VOT values in CBA. This expansion of the conceptual framework allows both the behavioural models and the market price approach to be extended. The choice of approach on which to base our VOT estimates will mostly depend on the policy environment.
NOTES

1. Muilerman (2001) describes in great detail how time-based competition has grown in importance during the last decade.


3. The results have been used on an ad hoc basis in some CBA.

4. No reference is made to the issue in the recent review report on the value of time; see Mackie et al. (2003).

5. Mention should be made that TransFund, which funds, inter alia, road infrastructure in New Zealand, has been carrying out surveys on the impact on goods of transport interventions. These surveys have, however, not been used to derive values related to logistics improvements with respect to goods; see Melsom (2003).

6. The assumptions made with respect to, inter alia, the discount rate and the number of hours per year in effect imply a significant overestimate in terms of the capital-value approach.

7. Indeed, in his review of the Accent/HCG study, undertaken in 1994 and reported on in de Jong et al. (2000) (see Table 1), Fowkes (2001) states the view that the value of the time saving is to be seen as determined by the reduced driver’s wages and vehicle operating costs (p. 2).
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1. INTRODUCTION

The valuation of time requirements for transport and time savings, as a consequence of transport policy action, are often decisive for the acceptance or rejection of transport policies in general and transport infrastructure investment projects in particular. Time savings in passenger transport usually account for about four-fifths of the non-monetary benefits of transport policy measures. The Round Table not only discussed the valuation of passenger travel time but also the valuation of time in freight transport. With the dramatic increase in international trade, the value of time for international freight transport has become an important determinant of the geography of trade flows and of firms’ decisions on international location.

An extensive literature exists on the valuation of passenger time. The background paper on passenger time valuation (Crozet, 2005) and the Round Table interventions showed that the interest in the evaluation of passenger travel time is strongly associated with its consequences for our thinking about travel behaviour and the evaluation for transport policies. The unexpected results of empirical research have recently led to a resurgence of research on the value of time in transport (e.g. Mokhtarian, 2005). Standard economic concepts would suggest that the value of time is dependent on travellers’ real incomes. In contrast to expectations of increasing values of time in transport and an increasing demand for speed with rising incomes, travel behaviour and stated preferences suggest otherwise.

Much less researched is the value of time in freight transport. This lack of attention, and the limited role which freight transport time savings play in transport policy evaluation, may be based on the view that the effects of transport policy on the freight transport sector can be estimated using market valuations in terms of demand and cost functions. Such an argument overlooks the fact that transport policies often lead to secondary effects which alter cost and demand functions. These changes are due to changes in the reliability of the freight transport system and in network and size economies in the logistics sector, to new regional specialisation patterns and to the relocation of manufacturing industries (Tavasszy, 2005).

Given the recent intensification of international economic relations, the secondary effects increasingly determine the structure and geography of international trade. As was pointed out in the Round Table discussions, the increased importance of transport costs for international trade relations, in view of reduced trade policy barriers, is matched by a shortening of product cycles in manufacturing industries, leading to an increase in demand for speed in international transport. This increased demand for speed may lead to swift relocations of production, with the consequence of rapidly changing international trade patterns (Deardorff, ). Transport policy has to meet the challenge of taking account of these changing patterns, and the Round Table discussed how transport policy should react to these changes. Central to the responses is a strengthening of the international co-ordination of transport policies.
2. TIME AND PASSENGER TRANSPORT

As pointed out in the introduction, the valuation of time in passenger transport has received far greater attention in the research literature, as well as in passenger transport policymaking, than has time evaluation in freight transport. The enormous importance of value-of-time savings for transport policy projects and programmes has not led to universally accepted evaluation conventions. One reason for the ongoing debate may be seen in the weak conceptual or theoretical foundations of the value of time in passenger transport; another reason is the difficulty of empirically assessing the value of time. As the Round Table background paper on the evaluation of passenger time points out (Crozet, 2005), problems and hypotheses about the reactions to cost reductions in passenger transport have led to concerns about the negative consequences of the development of the transport sector on the environment, in particular urban development. These policy concerns sometimes seem to feed back to the discussion of how to value the time passengers spend in transport.

2.1. The microeconomics of passenger time valuation

In basic microeconomic models, the only time-allocation decision to be taken is to determine the amount of leisure. Leisure and market working time are complements which add up to the available time budget. Passenger travel time is then calculated as “leisure” and its value is directly and exclusively determined by the wage rate.

The aggregate evaluation of travel time savings for a population affected by a certain transport policy measure would then depend on the opportunity costs to the users of the transport system. These costs are the result of summing individual times spent travelling multiplied by the respective real incomes.

The most influential deviations from this standard approach (DeSerpa, 1971; MVA Consultants 1994, Mackie et al., 2001) suggest that the different uses of time should possibly have a direct benefit, other than through the income effect, by varying the market working time. Passenger travel time would then depend not only on real incomes but also on the direct benefits of spending time in transport. Low valuations of travel time would therefore be interpreted as direct benefits of travelling, partly compensating for the opportunity costs of transport. This idea has recently met with renewed interest (Handy et al., 2005; Ory and Mokhtarian, 2005).

What distinguishes the vast literature following on from DeSerpa is the fact that it is based on the assumption that consumers fail to achieve “technical efficiency in transport”. In other words, the transport demand of an individual has a certain technically defined, minimum time requirement. What characterises the work following DeSerpa from the standard labour supply model is the assumption that individuals systematically spend more time in transport than is technically required.
At least two features of this approach appear to be dissatisfactory:

- The assumption of the individual’s failure to optimise consumption decisions appears to be problematic from a methodological point of view: the fact that it is couched in a neoclassical framework, with perfect information and perfect ability to optimise, leads to the question: which characteristics of travel decisions are responsible for consumers’ failure to optimise only when allocating time to transport decisions? Given the basic assumptions of full information, unconstrained information processing ability and rationality, defined in a purely substantive rather than procedural sense, the DeSerpa model is based on auxiliary assumptions (limits to optimisation in transport) which violate the basic assumptions of the theoretical framework.

The complexity of transport demand decisions might, of course, imply that substantive rationality is unachievable and that transaction costs of information collection and processing defy substantive rationality, but this might hold for other consumption choices as well, and should be modelled.

- If there are transaction costs leading to consumer decisions which indeed do not minimise travel time, the question of what this implies for the rationality of transport policy decisionmaking has to be answered. A failure to identify the minimum travel times would render the DeSerpa approach to identifying the value of time impractical. Information costs for planners to identify minimum travel times may be formidable. Shop scheduling and vehicle routing belong to the NP hard problems, which are impossible to solve algorithmically in finite time. Without an empirically measurable and measured difference between the actual and minimum transport times, the basic result obtained from the DeSerpa approach is identical to the conclusion of the basic microeconomic model, i.e. the value of travel time is identical to the real wage rate.

In planning, the idea that individuals fail to achieve minimum travel times has often been taken for granted. It has recently found renewed resonance in the literature (Handy et al., 2005), distinguishing between “driving by choice” and “driving by necessity” and raising the question: in what ways do people drive more than they really need to, thereby generating “excess driving”? “Excess driving” is defined as car use which goes beyond what is required for household maintenance, given choices about residential location, job location and activity participation. More specifically, the required level of driving is defined by the minimum number of trips, using the shortest routes to the closest destinations possible, and using other modes than the car as often as possible (ibid., p. 185). Planners are supposed to aim at the reduction of “excess driving”, by helping to reduce travel times for trips that are carried out from necessity rather than choice. To be operational, such a proposal requires that transport policy planners would indeed have superior information on the shortest trips of individuals, would completely understand the motivations of passengers, for example how multi-purpose trips are planned, and would need enormous information processing capacities. Otherwise, restricting the sovereignty of consumers’ choices might entail substantial welfare losses.

Despite some reference to Becker’s theory of the allocation of time (Becker, 1965), there exists only a small number of studies actually applying it to the identification of the value of travel time (cf. Gronau, 1971). In this stream of literature, the derivation of the value of time is cast under the category, “household production theory” or “theory of home production” (Gronau, 1977). According to this approach, consumers face time and budget constraints, and welfare is not a direct function of market goods and services but of “commodities”. These “commodities” are “produced” by
households by combining market goods and services (bought by spending wage income earned by allocating time to market work) with time. Market goods and services are, in turn, bought by spending wage income which has been earned by allotting time to market work.

The aggregation of leisure and work time at home, which would lead to the evaluation of travel time with the wage rate, is rejected, as it has to be based on the assumption that the two elements:

a) react similarly to changes in the socioeconomic environment and therefore nothing is gained by studying them separately, and

b) satisfy the conditions of a composite input, i.e. their relative price is constant and there is no interest in investigating the composition of the aggregate, since it has no bearing on household production and the shadow value of commodities.

Basically, all time-budget studies (for a recent example, see Hammermesh and Gronau, 2003) have established that time uses for consumption and work at home are not affected in the same way by socioeconomic variables. They have also shown that the composition of the aggregate affects many facets of consumption behaviour.

According to the study by Gronau and Hammermesh (2003), all commodities in the sense of household production theory are produced by goods and services as well as time, excepting sleep. That is, travel expenditure and travel time produce the commodity “travel”. It is worth noting that the travel commodity is relatively goods-intensive -- i.e. household expenditure on transport is relatively high -- in contrast to the view that travel time alone and in isolation is a commodity, as assumed in the studies following DeSerpa’s pioneering article. The goods intensity of travel and, with it, the shadow value of time differ systematically according to the socioeconomic characteristics of the consumer. Interestingly, and in contrast to other commodities, travel expenditure intensity does not increase with schooling and income. Once one moves beyond the lowest level of education, goods and time inputs into travel move in the same proportion as changes in the average goods and time inputs into all home-produced commodities. At relatively low income levels, the increase in the goods intensity of travel is due to the shift from public to private transport. The share of commodity travel in the overall time budget (travel time plus the market working time needed to earn the expenses for travel) moves negatively with the commodity “childcare” over the lifecycle and is otherwise constant. The travel variable excludes time and expenditure on commuting travel, which echoes the distinctions of “travel by choice” and “travel by necessity”.

However, general concerns about the applicability of home production seem to be particularly relevant for empirical studies on the value of travel time (Pollak and Wachter, 1975; Pollak, 2002). The tractability of the models following Becker’s original work on the allocation of time depend, however, crucially on two assumptions:

- the absence of joint production;
- the observability and measurability of commodities.

Recent research on the input or output characteristics of passenger transport (e.g. Ory and Mokhtarian, 2005) casts doubts on both auxiliary assumptions. Many of the reasons for travel given by passengers raise the question of how the commodity “passenger travel” and its attributes could be reliably measured. What seems to emanate from this literature is the fact that travel time leads to more than one commodity with the implication of households’ “joint production”. For example, getting from location A to location B and being able to work on the computer or listen to music implies joint output, which makes it difficult to interpret empirical findings. With joint production, commodity
shadow prices -- i.e. the number of units of the *numéraire* the consumer is willing to give up to receive one more unit of the commodity -- depend not only on the resources available to the household and its opportunities to produce commodities but on consumer preferences as well. In other words, with joint production the passenger becomes a monopsonist with a non-linear budget constraint. Hence, the analogy with standard consumer theory disappears. Empirically, it becomes difficult to sort out whether commodity prices reflect differences in tastes or differences in opportunities.

As was evident from the Round Table discussions, the debate on how to assess the value of time, whether by observed passenger choices or by stated preferences, continues. The Round Table background papers and the discussion highlighted the fact that differences persist in the values of time obtained from revealed preference studies and stated preference studies.

In contingent valuation studies, respondents are usually given information on specific, hypothetical time delays. They are also confronted with a question or questions which provide information about the economic sacrifice they would have to make in order to reduce time losses. This may take the form of an open-ended question, asking what is the maximum amount they would be willing to pay for reductions in travel times. It might involve a series of questions confronting them with different prices for different speed increases, depending on their previous answers, or it may take the form of a hypothetical referendum in which respondents are informed of how much each would have to pay if an infrastructure charging regime to reduce travel times were implemented (Portney, 1994).

Compared to revealed preference studies and evidence from laboratory experiments, contingent valuation studies seem to systematically overstate values of travel time. Normally, however, there is no data on actual transactions to compare with survey responses indicating hypothetical willingness to pay. Concerns about contingent valuation include a credibility bias (or “reliability” of responses) and the level of precision of the answers. Credibility refers to whether survey respondents are actually answering the question posed, and reliability refers to the size and direction of the biases that may be present in the responses. Precision relates to the variability of the answers, a problem which can be dealt with by increasing the sample size. Therefore, the precision problem is one which concerns the resources to be made available to studies in order to render the results viable.

A first concern about the contingent valuation results is the fact that they are at variance with rational choice. While one might wonder why such “embedding effects” (Kahneman and Knetsch, 1992) are relevant for contingent valuation methods, rationality requirements (concavity of preferences) seem necessary to ensure that the verbal answers have some degree of consistency. The fact that willingness-to-pay for time savings is overstated may have to do with the fact that other, competing resource demands are excluded from the respondent’s considerations. More generally, respondents seem to fail to think carefully about how much disposable income they have available to allocate to all ends.

If the valuation of passenger travel time is included in stating preferences for infrastructure projects with the implication of hypothetical time savings, respondents may fail to fully register information given on the infrastructure project and its associated time savings. Respondents often tend to differ with respect to estimates of the consequent time savings. Finally, they sometimes answer by signalling their rating of the general importance of a certain project to society. Some respondents appear to answer with zeros when asked to reveal their support for time-saving transport policies as a way of conveying their objections. This has led critics of contingent valuation methods to conclude that answering survey questions may fulfil the same function as contributing to charitable
institutions -- not only to support a certain project or organisation but to feel the “warm glow” which comes from supporting worthy causes (Arrow et al., 1993; Diamond and Hausman, 1994; and Andreoni, 1989).

Closely related to the assessment of the value of time is the discussion of travel time budgets and budgets for monetary expenditure. The idea of constant travel times per day (or per week) has gained much influence on transport planning. It has become so popular and suggestive that the word “budget” is held to imply stability, referring to an “allocation of time, money or generalised resources to travel which would not be influenced by policy, trends or costs” (Goodwin, 1981, p. 97; Mokhtarian and Chen, 2004).

The research into the constancy of travel times emanated from dissatisfaction with standard (four-step) models to forecast regional travel demand. This dissatisfaction was due to the inability of the standard forecasting models to take behavioural changes properly into account, leading to difficulties in fitting the model to observed data. While the hypothesis of stable travel times had been around for some years, it became widely known through Zahavi’s “Unified Mechanism of Travel” (UMOT) process for forecasting passenger transport (Zahavi, 1979). The UMOT concept started out from the expectation that travel times (and expenditures) would be robustly associated with household characteristics and supply conditions of the transport system. Zahavi’s objective was to simplify the forecasting of passenger transport by avoiding “that a lengthy calibration process to observed data is required” (Zahavi and Talvitie, 1980b). The idea of constant travel time budgets won such a strong acceptance that a dispute emerged about its numerical value: 1.1–1.3 hours per day as the universal constant was maintained by Zahavi (Zahavi and Ryan, 1980a; Zahavi and Talvitie, 1980b; Hupkes, 1982); 1.1 hours per day was also supported by Bieber et al. (1994) and Schafer and Victor (2000), while Vilhelmson (1999) claimed that it is rather 1.3 hours per day. Hupkes (1982) confirmed the hypothesis that people have an unobserved, desired travel time budget per day and per person, which might be defined by a bio-physiological desire to maintain a fixed daily routine, with the implication of a fixed travel time budget of 430 hours of travel per person per year. Chumak and Braaksma (1981) argued that the concept of a constant travel time budget can be used to check conventional forecasting results, to ensure that those results reflect an equilibrium between travel demand and the supply of transport facilities. There was even the proposal to build constant travel time budgets into the components of conventional forecasting models (Goodwin, 1981). Only recently has the assumption of constant travel times been used to predict worldwide mobility, as incomes rise and slower modes are replaced by faster ones (Schafer and Victor, 2000).

The strong belief in the constancy of travel times led to the claim that transport policy actions were at best futile, if not dangerous. Transport policy measures, according to the adherents to the constant travel time hypothesis, would allow for higher speeds and increase the distances travelled. If based on models which associate time directly with utility, it is concluded that no benefits result, only an increase in environmental costs. Hence, sceptics warned that good intentions to reduce costs would ultimately be counterproductive, leading to social net losses (e.g. Noland and Lem, 2002). Rather, a large number of factors have been found to influence travel times (and therefore the value of time), with substantial differences according to the environments in which the studies have been carried out (Mokhtarian and Chen, 2004). However, Mokhtarian and Chen, who undertook the formidable task of comparing 22 studies on the constancy of passenger travel times per day, found that the hypothesis of its stability is not supported.
The results of the large number of studies which have been carried out on travel time budgets suggest that there is a “law” regarding their constancy per day and per person. Hence, the values for daily hours used for transport, which have been popularised in aggregate studies, should not be taken for granted. They do not obviate the need for careful studies on the value of time of passengers who are affected by transport policy measures.

3. TIME AND FREIGHT TRANSPORT

While values of time for passenger transport are routinely used in cost-benefit analyses (CBA) of transport policies, this is far less the case for time savings in freight transport. One reason for the difference in the valuation of passenger and freight time conventions may be seen in the lack of an obvious analogy between the theoretical background of household production and passenger values of time for freight transport. The value of freight transport time, as reflected in the capital costs of the goods in transit, should be fully reflected in the market price of the final consumer good. The CBA of transport policies leading to shorter goods transport times would capture the value added through the shorter transport times by calculating the increase in consumers’ rents arising from a reduction in the price of the respective consumer good.

The Round Table discussion showed that the rationale for valuing freight transport derives from the often neglected effects of the speed of transport on logistics costs, on the relative competitiveness of industrial production locations and on the relocation of firms. An attempt can be made to capture the effects of freight transport improvements by defining “generalised freight transport costs”, which include the time costs of freight transport. The generalised costs of transport -- in addition to the wage costs of the driver and the energy and vehicle costs -- include three cost components for valuing logistics improvements:

- the time costs of goods in transit;
- the cost of uncertainty about the duration of the freight transport time;
- the expected costs of damage to goods in transit.

The conceptual discussion focuses on how to define the unit cost values for these cost categories: the value of one time unit of delay of a quantity unit of freight; the value of cost reductions due to a smaller size buffer stock to smooth the volatility of transport times; and the value of the expected loss of goods in transit.

Even on the conceptual level, most of the studies have concentrated on defining unit values for delays in transport. The approaches to defining unit values can be further divided into a “capital cost” approach and a “stated and revealed preference” approach.
3.1. Capital cost approach

The capital cost approach relies on three parameters in order to define the value of time, i.e. the rate of interest; the value of goods being carried per tonne and number of tonnes being transported per vehicle; and the number of hours in transit per year. The most frequent explanation for using the capital cost evaluation when defining unit values for freight transport time is that reduced transport times lead to reduced working capital costs. These costs are then considered to reflect reduced resource costs resulting from higher speeds in freight transport.

Critics of this approach maintain that it underestimates the value of time. In fact, a higher willingness to pay for a more rapid delivery of goods may not always induce greater speed of delivery, as supply responses face institutional or infrastructure-related constraints.

The value of the improved reliability of freight transport has only been discussed on a conceptual level (Minken, 1997). So far this conceptual work has not been used for empirical estimates of the value of expected transport time savings due to improved freight transport reliability. The approach proceeds from a description of the variability of transport times in terms of a probability density function and its impact on optimal inventory planning. The value of increased reliability is derived from the cost reductions associated with smaller buffer stocks, in order to optimally respond to the variability of transport times. These values are computed by using a simulation model, which reflects the relationship between transport time variability and buffer stock costs. In an early study (Bruzelius, 1986), it was estimated that fully taking account of an improved reliability of freight transport would lead to a doubling of conventional estimates of the value of freight time, based on the capital cost approach.

Even less progress has been made on including values of reduced damage as a component of the value of freight time into transport policy evaluation studies. Individual studies have identified very low values of expected damage due to shorter transport times.

3.2. Stated and revealed preference analyses

The vast majority of studies on the value of time have been Stated Preference and Revealed Preference studies. The background report to the Round Table (Tavasszy, 2005) mentions 36 studies empirically estimating the value of time. The studies conclude with values of time which are far higher than the values obtained from capital value studies.

The most common approach to estimating the value of reliability is by Stated Preference Studies. Reliability is measured by the percentage delay of the average transport time. Other definitions of reliability include measurement by the spread between the earliest arrival time of a given shipment and the time when 98 per cent of the shipment has arrived (Fowkes et al., 2001).

The elaborate approach of Small et al. (2005) to identify commuters' preferences for reliable highway travel has so far not been applied to freight transport. It is based on a simulation model (Noland et al., 1998) to determine the impact on congestion of policies for dealing with travel time uncertainty. In combining revealed and stated preference data, the model combines a supply-side model of congestion delay with a discrete choice econometric demand model, which predicts choices for trips with an ideal arrival time. The strong current interest in identifying the benefits of a greater reliability of travel times has led to the expectation of substantial progress in evaluating the related benefits of transport policy in the near future.
Implementation of unit time values for freight transport

In contrast to the widespread application of valuation standards used in cost-benefit analyses of transport policy measures, freight transport valuations are nowhere applied, with one exception. Only the transport authorities of Sweden -- the National Roads Authority (VV) and the National Rail Authority (BV) -- have integrated goods-specific unit values for freight transport into their evaluation methodologies. These unit prices have also been used for their SAMGODS forecasting model by the Swedish SIKA Institute.

In other countries, work on including freight time valuation standards in national methodologies of cost-benefit analyses has not gone beyond the research stage. In the Netherlands and the United Kingdom, major studies on the valuation of freight time were carried out in the 1990s without having much influence on planning and evaluation in practice.

At the European level, a project commissioned under the Fourth Framework Programme, EUNET (1998), had the objective of defining a methodology for evaluating transport infrastructure investment. The project contained a section on the valuation of freight transport time. A report of the Western European Road Directorates (2000) recommends the use of the EUNET freight values of time.

First steps have also been taken in Australia and New Zealand to implement vehicle-specific freight transport time values (Austroroads, 2000).

Interestingly, the Swedish approach to taking account of freight transport values of time is based on the capital value approach. In view of the Round Table discussion on evaluation standards, this is likely to imply an under-valuation of freight transport time and, consequently, an under-evaluation of freight transport time savings achieved by transport policy actions.

Secondary effects of freight transport time savings and value of time

Beyond the induced organisational changes in the logistics sector, the time requirements for freight transport in the wider economic context have only recently attracted the attention of researchers and policymakers: time savings in freight transport which follow from transport policy action have the potential to substantially alter the interregional division of labour and, in the longer term, to induce new patterns of industrial location.

These additional time-of-freight-transport effects, which go beyond the immediate logistics effects, concern the limits of the partial equilibrium approach of standard CBA. A reduction in transport times and the associated reduction in transport costs might lead to the strengthening of regional specialisation on economic activities in which they have comparative advantages in production. Moreover, the increased trade between regions can aid the diffusion of technical and organisational knowledge, which in turn increases productivity in the trading regions.

In the case of the prevalence of industries where larger firms have a cost advantage over smaller firms, the reduction in transport costs will strengthen the agglomeration economies of large economic regions. In a number of countries, the United Kingdom and the Netherlands in particular, transport planning has taken the first steps towards taking account of the income effects of transport time savings on the interregional division of labour and the relocation of manufacturing industries. The
Federal Highway Administration’s “Freight Benefit Cost” White Paper (FHWA, 2001) gives an account of the microeconomics of organisational responses to freight transport time savings and a decrease in transport costs more generally.

The development of comprehensive planning models to deal with the secondary effects is still in its infancy. The spatial computable equilibrium models which have been developed to evaluate transport policies in general and transport infrastructure investment in particular (e.g. IASON, 2002), use rather restrictive assumptions on manufacturing production and the transport sector3.

It is to be expected that the value of freight time transport which takes into account secondary effects will be considerably greater than that derived from a partial equilibrium cost-benefit analysis. Whether unit values for freight transport time will be systematically fed back into routine cost-benefit analyses of transport policies will depend on the future development of multi-sectoral and multi-regional models, the availability of the required data and the quality of the parameter estimates, as well as the acceptance of the advanced planning tools in the policy decisionmaking process. An important aspect of the increased importance of secondary effects has to do with globalisation. The costs and time requirements of international transport play an important role in determining the pattern of bilateral trade flows.

4. VALUE OF FREIGHT TRANSPORT TIME AND INTERNATIONAL TRADE

A specific indication of the significance of the secondary effects of a more efficient transport sector can be seen in the importance that trade costs, and transport costs as part of the trade costs, have gained for the analysis of international economic relations. Traditionally, the theory of international trade has paid little attention to transport costs. A main reason for this neglect was the incompatibility between the standard view that international goods markets are perfectly competitive and the existence of substantial trade costs. To the extent that transport costs have been taken into account, a special type has been assumed: to avoid the modelling of transport as a separate economic sector, the resource costs of transport have been assumed to accrue as a percentage of the good shipped.

In view of the reduction of tariffs, and to a lesser extent of non-tariff barriers to trade, researchers studying international economic relations were not so much surprised by their rapid expansion, or “globalisation”, as by the fact that it did not go further. Part of this puzzle could be solved by taking a closer look at technological differences between trading partners (Trefler, 1993). But even taking account of the differences in technology, actual goods trade represents only a small fraction of what theory would predict as the volume of frictionless trade (Trefler, 1995). One possibility for explaining the “Mystery of Missing Trade” could lie in the existence of substantial trade costs.

An indication of the importance of transport costs as part of the trade costs is provided by recent estimates of gravity equations for international trade. A gravity equation relates the volume of trade between pairs of countries positively to their economies’ sizes and inversely to the distance between them. Estimates of gravity equations consistently find an elasticity of trade with respect to distance of around 1.0. This means that countries which are twice as far apart trade half as much on average.
Time cost is only one element of transport costs in international trade. Insurance costs, the costs of trade financing and costs of legal advice might all be considerably higher when borders are crossed than in the case of national transport. Some of the resource costs will also be time-dependent. A first time-dependent component is the interest cost which derives from the fact that the supplier incurs the cost of production before a good is shipped, but is paid for the shipment only after the delivery. The cost of this time delay is the interest paid or foregone by the shipper in order to pay the workers and suppliers before being paid by the customer. Storage and depreciation costs will add to the interest costs. They will be higher the greater the uncertainty of demand.

The main importance of time requirements in international transport does, however, follow from the increasing speed of technical change and the shortening of fashion cycles. As long as technical change is slow and consumer preferences remain unchanged, long transport delays only increase storage and depreciation costs, which usually have a small share in overall value added. High-technology products with short product cycles (Vernon, 1966) and goods with short periods of consumer demand due to changing fashions (Evans and Harrigan 2005), might become entirely obsolete in transit. Evans and Harrigan (2005) show that, for fashion goods, production has been moved from more distant locations with lower production costs to closer locations, even if production costs are higher.

The decreasing time costs for international transport, following a massive switch from maritime to air transport, seems to have been more important as a driver of globalization than decreasing resource costs (Hummels, 2001). In contrast to widespread belief, the resource costs of transport have fallen far less than would be required to explain the international trade expansion of recent years (Hummels, 1999).

The Round Table discussion emphasized that neglect of the particular characteristics of time costs in international transport might cause high losses of potential income gains from international trade. The income losses due to transport costs are even more severe than their description in terms of ad valorem tariffs might indicate: tariff revenues which reflect a transfer from the consumer to governments compensate to some extent the income losses resulting from market friction. They have no equivalent in the case of high transport costs.

The fact that little attention had been paid to the importance of transport for international trade suggests that the benefits of transport policies to reduce time requirements for international freight transport have been substantially underestimated. In view of the Round Table discussion, the inclusion of valuation standards for international freight transport time is even more important than for national domestic transport.

5. CONCLUSION

The evaluation of time savings in passenger and freight transport is often crucial for the acceptance or rejection of transport policies or projects. Despite the abundant literature that has developed on the evaluation of passenger travel time, no consensus on valuation standards has emerged. The value of time savings in freight transport is rarely taken into account in transport planning.
In current studies on the evaluation of passenger travel times, it is surprising to observe the low value which consumers of transport services seem to assign to time in transport. Moreover, there are substantial differences in values of time in transport derived from observed behaviour (revealed preferences) and responses to questionnaires (stated preferences). More reliable estimates of values of passenger time depend, firstly, on more comprehensive conceptual foundations of estimation models in the tradition of the revealed preference literature. Secondly, at least in cases where no past events comparable to the evaluated transport policies exist, stated preference studies will remain important. They should make full use of the progress which has recently been achieved in contingent valuation methods.

The presumption of a fixed time budget has led to concerns that time savings achieved by transport policy actions are partly undone by the reactions of passengers, with negative consequences for the environment. The Round Table assessed the evidence indicating that the hypothesis of constant travel time budgets is difficult to maintain. Travel time evaluations should not proceed from an assumption of constancy of time budget. Forecasts of travel demand based on this assumption tend to underestimate the net benefits of transport policies.

Time savings in freight transport are largely neglected in transport planning. Although there are a sizeable number of studies on the cost and benefits of freight transport time savings, the adoption of standards for evaluating transport policy remains an exception. Where such standards have been adopted, as in Sweden, they are based on a narrow approach, the capital cost approach. Within this concept, freight time costs are defined as working capital costs and depreciation in transit. Revealed and stated preference studies on freight transport time showed, in contrast, far higher values.

The Round Table discussion emphasized the importance of taking into account the induced changes in supply chain organisation. For major policy interventions and transport infrastructure projects, changes of freight transport speed can have a strong impact on the interregional division of labour and the location decisions of manufacturing industries. Routine cost-benefit analyses tend to neglect the substantial income effects which result from such secondary consequences of transport policies.

A particular aspect of these secondary effects is the consequences of international transport speed at times of globalisation. The empirical evidence shows that it was the speed of international transport, rather than savings in resource costs, which has worked as a determinant for the intensification of international economic relations. Given the shortening of product and fashion cycles, time requirements for international transport play an increasing role in determining the geographic pattern of transport demand. To manage these developments requires sustained efforts in international transport policy co-ordination.
NOTES


2. This conclusion, from the survey of Walters et al. (1995), still holds today.

3. See, for example, the analysis of the links between the efficiency of the transport sector and the general economic development, in Lakshmanan and Anderson (2002), indicating the limitations of current Computable General Equilibrium Models.
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TIME AND TRANSPORT

For the majority of transport policies and projects, time savings rank among the most important benefits. Consequently, time valuation standards and conventions play a crucial role in the evaluation of transport policies and infrastructure investment projects. This Round Table revisited the extended literature on the valuation of passenger time and discussed the under-researched topic of the value of time in freight transport. It assessed the increased value of time in international freight transport, given the trend towards globalisation.

In particular, urban planners are concerned that an overvaluation of passenger time could give rise to excessive urban infrastructure investment which would induce low-density development of cities and urban sprawl. Transport policy measures that increase the speed and reliability of freight transport not only reduce its direct costs but have strong effects on inventory policies, logistics and even the location of firms. As recent empirical studies show, variations in time requirements for international transport, and increasingly short product and fashion cycles, have an influence on the pattern of foreign direct investment and international trade flows. Rational transport policy decision-making has to take account of these indirect effects.